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A Lyapunov approach to stability of positive semigroups:
an overview with illustrations

Marc Arnaudona, Pierre Del Moralb, and El Maati Ouhabaza

aUniversity Bordeaux, CNRS, Bordeaux INP, IMB, UMR 5251, F-33400 Talence, France; bCentre de
Recherche, Inria Bordeaux Sud-Ouest, Talence, France

ABSTRACT
The stability analysis of possibly time varying positive semigroups on
non-necessarily compact state spaces, including Neumann and
Dirichlet boundary conditions is a notoriously difficult subject. These
crucial questions arise in a variety of areas of applied mathematics,
including nonlinear filtering, rare event analysis, branching processes,
physics and molecular chemistry. This article presents an overview of
some recent Lyapunov-based approaches, focusing principally on
practical and powerful tools for designing Lyapunov functions. These
techniques include semigroup comparisons as well as conjugacy
principles on non-necessarily bounded manifolds with locally
Lipschitz boundaries. All the Lyapunov methodologies discussed in
the article are illustrated in a variety of situations, ranging from con-
ventional Markov semigroups on general state spaces to more
sophisticated conditional stochastic processes possibly restricted to
some non-necessarily bounded domains, including locally Lipschitz
and smooth hypersurface boundaries, Langevin diffusions as well as
coupled harmonic oscillators.
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1. Introduction

This review article outlines some of the main points of the stability theory of possibly
time varying positive semigroups on non-necessarily compact state spaces, including
Neumann and Dirichlet boundary conditions. We present an overview of some recent
Lyapunov-based approaches, focusing principally on practical and powerful tools for
designing Lyapunov functions.
Foster-Lyapunov criterion dates back to the 1950s with the seminal articles [1,2].

These criteria are nowadays an essential tool to analyze the stability properties of
Markov semigroups on general state spaces [3–8]. There is also a vast literature on sub-
geometric convergence rates for Markov chains, starting with the foundational articles
[9,10] based on sequences of Lyapunov-type functions defined in terms of some well-
chosen subgeometrical rate, followed by the control of modulated moments of the
return-time to some regular set. More practical Foster-Lyapunov conditions are
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presented in [11–15]. Subgeometric convergence rates for continuous time Markov
processes are also discussed in [5, 16,17], see also the more recent article [18].
The use of Foster-Lyapunov criteria in the context of positive semigroup arising in

discrete time nonlinear filtering goes back to the pioneering articles [19,20], based on
coupling techniques developed in [21,22]. The extension of Foster-Lyapunov criterion
to discrete or continuous time varying positive semigroups and their normalized ver-
sions on general state spaces were further developed in [23], extending Dobrushin’s erg-
odic coefficient techniques introduced in [24,25] and further developed in [26–30] to
unbounded state space models.
Recall that the Dobrushin’s ergodic coefficient of a Markov semigroup is the operator

norm of the Markov integral operator acting on probability measures equipped with the
total variation norm (see for instance [28] and references therein). In the same vein, the
V-Dobrushin’s ergodic coefficient of a Markov transition introduced in [30] is defined
as the operator norm of the Markov integral operator acting on probability measures
equipped with the V-norm. In this framework, the contraction w.r.t. V-norms is
deduced by coupling the Foster-Lyapunov criterion with a local contraction on a suffi-
ciently large compact sub-level set of the Lyapunov function.
This operator-theoretic framework is discussed in Section 2 in the context of discrete

time and homogeneous Markov semigroups. Section 2.1 is dedicated to V-norm con-
traction coefficients and the exponential convergence of Markov semigroups. This rather
elementary operator-theoretic framework is further extended in Section 2.2 to derive in
a rather simple way subexponential convergence rates, stripped of all analytical super-
structure, and probabilistic irrelevancies.
The extension of this framework to more general classes of time varying Markov

semigroups with possibly continuous time indices is discussed in Section 2.3 as well as
in Section 2.4 in the context of diffusion semigroups. Exponential stability theorems for
more general classes of positive semigroups are discussed in Section 3.1.
To take the discussion one step further and underline the role of Lyapunov condi-

tions, we emphasize that local contraction principles (a.k.a. local minorization condi-
tions) on the compact sub-level sets of a prescribed Lyapunov function are generally
easily verifiable conditions. This property is often deduced from a Doeblin type local
minorization property of integral operators on the compact sub-level sets of the
Lyapunov function. For instance, this local minorization condition is satisfied as soon
as the semigroup is lower bounded by an absolutely continuous integral operator
(a.k.a. transition kernel operator). This class of models includes hypo-elliptic diffusion
semigroups as well as some regular jump processes on non-necessarily bounded
domains.
We also underline that for diffusion semigroups with smooth densities on bounded

manifolds with entrance boundaries (i.e. boundary states that cannot be reached from
the inside), the existence of a sufficiently strong Lyapunov function is essential to ensure
the stability of the semigroup. In this context, the transition densities are null on
entrance boundary states so that the local minorization condition alone applied to some
exhausting sequence of compact subsets is not sufficient to ensure the stability of the
process. The exhausting sequence of compact subsets needs to be equivalent to the sub-
level sets of some sufficiently strong Lyapunov function near entrance boundaries. For a
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more thorough discussion on this subject we refer to Section 2 and the article [23], see
also the series of Riccati-type diffusions discussed in Section 6.
The general problem of constructing Lyapunov functions for positive semigroups, includ-

ing for Markov semigroups often requires having some good intuition about a candidate for
a Lyapunov function on some particular class of model. As for deterministic dynamical sys-
tems, the design of Lyapunov functions for sub-Markov semigroups associated with a non-
absorbed stochastic process requires to use some physical insight on the stability and the
behavior of the free evolution stochastic process near possible absorbing boundaries.
Constructing Lyapunov functions for general classes of positive semigroups is well

known as a very hard problem in system theory as well as in applied probability litera-
ture. The main subject of this article is to find practical ways to design these Lyapunov
functions for various classes of positive semigroups that have been discussed in the lit-
erature, including conditional diffusions on manifolds with Neumann and Dirichlet
boundaries. We did our best to cover the subject as broadly as possible; we also refer to
the article [23] for additional historical and reference pointers. Due to the vast literature
on this subject we apologize for possible omissions of some important contributions
due to the lack of knowledge.
The remainder of this article is structured as follows:
In Section 2, we begin with a brief review on the stability of Markov semigroup. The

extension of these results to time varying positive semigroups is discussed in Section 3.
Section 3.1 is dedicated to exponential stability theorems for normalized semigroups. In
Section 3.2, we present some consequences of these results in the context of time homo-
genous models, including existence of ground states and quasi-invariant measures.
Section 3.3 presents different tools to design Lyapunov functions for continuous time
Markov semigroups and sub-Markov semigroups. We also illustrate these results
through different examples of semigroups arising in physics and applied probability,
including over damped Langevin diffusions, Langevin and hypo-elliptic diffusions, as
well as typical examples of solvable one-dimensional sub-Markov semigroups such as
the harmonic oscillator, the half-harmonic oscillator and the Dirichlet heat kernel.
General comparison and conjugacy principles to construct Lyapunov functions for posi-
tive semigroups are provided in Section 4. Boundary problems are discussed in some
detail in Section 5. We then turn in Section 6 to the design of Lyapunov functions for
Riccati type processes, including positive definite matrix valued diffusions, logistic and
multivariate birth and death processes arising respectively in Ensemble Kalman-Bucy fil-
ter theory and population dynamic analysis.
In Section 7, we illustrate the power of the Lyapunov approach in the context of

multivariate conditional diffusions. Section 8 is dedicated to illustrations with explicit
computations of geometrical objects for the Lyapunov functions discussed in Section 5.3
in the context of hypersurface Dirichlet boundaries.

1.1. Some basic notation

Let BðEÞ be the algebra of locally bounded measurable functions on a locally compact
Polish space E. We denote by BbðEÞ � BðEÞ the sub-algebra of bounded measurable
functions endowed with the supremum norm jj:jj:

STOCHASTIC ANALYSIS AND APPLICATIONS 3



For a given uniformly positive function V 2 BðEÞ, we let BVðEÞ � BðEÞ be the sub-
space of functions f 2 BðEÞ equipped with the norm jjf jjV :¼ jjf =Vjj:
We also let B1ðEÞ � BðEÞ be the subalgebra of locally bounded and uniformly posi-

tive functions V that grow at infinity; that is, supK V < 1 for any compact set K � E,
and for any rPV? :¼ infE V > 0 the r-sub-level set VðrÞ :¼ fV 6 rg � E is a non-
empty compact subset. We denote by B0ðEÞ :¼ f1=V : V 2 B1g � BbðEÞ the
sub-algebra of (bounded) positive functions, locally lower bounded and that vanish at
infinity. For a given V 2 B1ðEÞ, consider the subspace

B0,VðEÞ :¼ f 2 BðEÞ : jf j=V 2 B0ðEÞ
� �

:

We denote by CðEÞ � BðEÞ the sub-algebra of continuous functions and by CbðEÞ �
CðEÞ the sub-algebra of bounded continuous functions.
We also set CVðEÞ :¼ BVðEÞ \ CðEÞ, C0ðEÞ :¼ B0ðEÞ \ CðEÞ and C1ðEÞ :¼ B1ðEÞ \

CðEÞ and C0,VðEÞ :¼ B0,VðEÞ \ CðEÞ: Note that none of the sub-algebras B0ðEÞ and
B1ðEÞ have a unit unless E is compact, the null function 0 62 B0ðEÞ but the unit func-
tion 1 2 C0,VðEÞ as soon as V 2 B1ðEÞ:
Let MbðEÞ be the set of bounded signed measures l on E equipped with the total

variation norm jjljjtv :¼ jljðEÞ=2, where jlj :¼ lþ þ l� stands for the total variation
measure associated with a Hahn-Jordan decomposition l ¼ lþ � l� of the measure.
Also let PðEÞ � MbðEÞ be the subset of probability measures on E. Recall that for any
l1, l2 2 PðEÞ and � 2�0, 1� we have

jjl1 � l2jjtv 6 1� � () 9� 2 PðEÞ : l1 P � � and l2 P � �ð Þ: (1)

With a slight abuse of notation, we denote by 0 and 1 the null and unit scalars as
well as the null and unit function on E.
Let Qs, t , be a semigroup of positive integral operators on BbðEÞ indexed by continu-

ous time indices s, t 2 T ¼ Rþ :¼ ½0,1½ or by a discrete time index set T ¼ N, with
s6 t: The action of Qs, t on BbðEÞ is given for any f 2 BbðEÞ by the formulae

Qs, tðf ÞðxÞ :¼
ð
Qs, tðx, dyÞ f ðyÞ: (2)

The left action of Qs, t on MbðEÞ is given for any g 2 MbðEÞ by the formulae

ðg Qs, tÞðdyÞ :¼
ð
gðdxÞ Qs, tðx, dyÞ: (3)

In this notation, the semigroup property takes the following form

Qs, uQu, t ¼ Qs, t with Qs, s ¼ I, the identity operator: (4)

In the above display, Qs, uQu, t is a shorthand notation for the composition Qs, u
�Qu, t

of the left or right-action operators. Unless otherwise stated, all the semigroups dis-
cussed in this article are indexed by conformal indices s6 t in the set T : To avoid repe-
tition, we often write Qs, t without specifying the order s6 t of the indices s, t 2 T :

We denote by MVðEÞ be the space of measures l 2 MbðEÞ equipped with the
operator V-norm jjjljjjV :¼ jljðVÞ, and by PVðEÞ � MVðEÞ be the convex set of
probability measures. Whenever VP 1, for any q > 0 we have the norm equivalence
formulae
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qjjjljjjV 6 jjjljjj1þqV 6 ð1þ qÞjjjljjjV (5)

We associate with a function h 2 B0,VðEÞ the Boltzmann-Gibbs transformation

Wh : l 2 PVðEÞ 7!WhðlÞ 2 PVhðEÞ (6)

with the probability measure

WhðlÞðdxÞ :¼
hðxÞ
lðhÞ lðdxÞ and Vh :¼ V=h 2 B1ðEÞ:

We also denote by jjjQjjjV the operator norm of a bounded linear operator Q : f 2
BVðEÞ 7!Qðf Þ 2 BVðEÞ; that is

jjjQjjjV :¼ supfjjQðf ÞjjV : f 2 BVðEÞ such that jjf jjV 6 1g: (7)

In terms of the V-conjugate semigroup

f 2 BbðEÞ 7!QVðf Þ :¼ QðVf Þ=V 2 BbðEÞ
we have

jjjQjjjV ¼ jjQVð1Þjj ¼ jjjQV jjj :¼ supfjjQVðf Þjj : f 2 BbðEÞ such that jjf jj6 1g:

For a given measurable function f and a given measurable subset, we use the short-
hand notation

�16 inf
A

f :¼ inf
x2A

f ðxÞ6 sup
A

f :¼ sup
x2A

f ðxÞ6þ1:

For a given s 2 T and s 2 T with s > 0, we consider the time mesh

s,1 s :¼ fsþ ns 2 s,1 : n 2 Ng:½½½½

Throughout, unless otherwise is stated we write c for some positive constants whose
values may vary from line to line, and we write ca, as well as cðbÞ and caðbÞ when their
values may depend on some parameters a, b defined on some parameter sets. We also
set a�b ¼ minða, bÞ, a�b ¼ maxða, bÞ, and aþ ¼ a�0 for a, b 2 R:

1.2. V-positive semigroups

We say that Qs, t is a V-positive semigroup on BVðEÞ for some Lyapunov function V 2
B1ðEÞ as soon as there exists some s > 0 and some function Hs 2 B0ðEÞ such that for
any 0 < f 2 BVðEÞ and s < t we have 0 < Qs, tðf Þ 2 B0,VðEÞ as well as

Qs, sþsðVÞ=V 6Hs and sup
jt�sj6 s

jjjQs, tjjj�jjjQs, tjjjV
� �

< 1: (8)

As shown in Section 4.1, the l.h.s. criterion in (8) can be seen as a uniform Foster-
Lyapunov condition (a.k.a. drift condition).
The irreducibility condition f > 0 ) Qs, tðf Þ > 0 is satisfied if and only if we have

Qs, tð1Þ > 0: We check this claim by contradiction. Assume that Qs, tð1Þ > 0 and con-
sider a function f> 0 and some x 2 E such that Qs, tðf ÞðxÞ ¼ 0: In this case, for any � >

0 we would have

� Qs, t 1f P �ð ÞðxÞ6Qs, tðf ÞðxÞ ¼ 0

STOCHASTIC ANALYSIS AND APPLICATIONS 5



by Fatou’s lemma we would find the contradiction

lim inf
�!0

Qs, tð1f P �ÞðxÞ ¼ 0PQs, tð1ÞðxÞ ) Qs, tð1ÞðxÞ ¼ 0:

Without further mention, all semigroups Qs, t considered in this article are assumed
to be semigroups of positive integral operators Qs, t on BbðEÞ satisfying the irreducibility
condition Qs, tð1Þ > 0 for any s6 t: Notice that the condition

0 < f 2 BVðEÞ ) 8s < t 0 < Qs, tðf Þ 2 B0,VðEÞ
is met as soon as Qs, t is a strong V-Feller semigroup (i.e. for any s< t we have
Qs, tðBVðEÞÞ � CVðEÞ and when we have Qs, tðVÞ=V 2 B0ðEÞ). To check this claim,
observe that for any positive function f 2 BVðEÞ and s< t the function Qs, tðf Þ is posi-
tive and continuous; and thus locally lower bounded. In this situation, whenever
jjf jjV 6 1, for any s< t we have the comparison property

Qs, tðf Þ=V 6Qs, tðVÞ=V 2 B0ðEÞ ) Qs, tðf Þ=V 2 B0ðEÞ () Qs, tðf Þ 2 C0,VðEÞ:

In summary, a strong V-Feller semigroup Qs, t is V-positive on BVðEÞ as soon as there
exists some s > 0 and some function Hs 2 B0ðEÞ such that the l.h.s. condition in (8) is
met and for any s< t we have

Qs, tðVÞ=V 2 B0ðEÞ and Qs, sþsðVÞ=V 6Hs 2 B0ðEÞ:

When V 2 C1ðEÞ, we say that Qs, t is a V-positive semigroup on CVðEÞ as soon as
Qs, tðCVðEÞÞ � C0,VðEÞ for any s< t and condition (8) is met.
A V-Feller semigroup Qs, t for some V 2 C1ðEÞ, in the sense that for any s< t we

have Qs, tðCVðEÞÞ � CVðEÞ, is also said to be V-positive on CVðEÞ as soon as there exists
some s > 0 and some function Hs 2 B0ðEÞ such that the l.h.s. condition in (8) is met
and for any s< t we have

Qs, tðVÞ=V 2 C0ðEÞ and Qs, sþsðVÞ=V 6Hs 2 B0ðEÞ:

Last but not least, observe that positive semigroups Qs, t with continuous time indices
s6 t 2 Rþ can be turned into discrete time models by setting Qp, n ¼ Qps, ns for any
p6 n 2 N and some parameter s > 0: Up to a time rescaling, the parameter s > 0 aris-
ing in the definition of a discrete time V-positive semigroups Qp, n can be chosen as the
unit time parameter. In this context, the r.h.s. condition in (8) is automatically satisfied.

2. A brief review on Markov semigroups

The stability analysis of positive semigroups presented in this article is mainly based on
discrete time operator-type contraction techniques combining Lyapunov inequalities
with local minorization conditions. This section presents a brief overview of this oper-
ator-theoretic framework. Our presentation is nearly self-contained and follows that of
Section 8 in the book [30] (see also Section 2 in [23]).

2.1. V-norm contraction coefficients

In this section, we are mainly interested in the contraction properties of discrete time
Markov integral operators. We only consider time homogeneous Markov semigroups
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P :¼ Pt, tþ1 on BbðEÞ, so that Pt :¼ P0, t ¼ PP1, t: In what follows E is assumed to be a
Polish space. One key mathematical object is the V-norm contraction coefficient.
We further assume that there exists a Lyapunov function V 2 B1ðEÞ and parameters

� 2�0, 1½ and c < 1 such that

PðVÞ6 � V þ c: (9)

Note that the class of Markov semigroups considered in this section is more general
than the one discussed in (8). Indeed, in our context the Lyapunov condition stated in
the l.h.s. of ð8Þ takes the form

PðVÞ=V 6H 2 B0ðEÞ:

This condition ensures that for any 0 < � < jjHjj, the set K� :¼ fHP �g is a non-
empty compact subset and we have

PðVÞ6 � 1E�K�
V þ 1K�

ðH VÞ6 � V þ c� with c� :¼ jjHjj sup
K�

V:

Replacing V by 2�1ð1þ �V=cÞ there is no loss of generality to assume that c¼ 1/2
and VP 1=2: Also assume there exists some r0 P 1 and some function a : r 2
½r0,1½ 7! aðrÞ 2 �0, 1�, such that for any rP r0 we have

sup
ðx, yÞ2VðrÞ2

jdxP � dyPjjtv 6 1� aðrÞ with VðrÞ :¼ fV 6 rg:
�� (10)

The V-Dobrushin coefficient bVðPÞ of P is defined by the V-norm operator

bVðPÞ :¼ sup
l, g2PV ðEÞ

jjjðl� gÞPjjjV=jjjl� gjjjV : (11)

As show in Section 8 in [30] (see also Section 2.3 in [23]), the supremum in (11) is
attained on Dirac masses ðl, gÞ ¼ ðdx, dyÞ; that is, we have

bVðPÞ ¼ sup
ðx, yÞ2E2

jjdxP � dyPjjV
VðxÞ þ VðyÞ :

The terminology V-Dobrushin coefficient comes from the fact that we recover the
standard Dobrushin coefficient bðPÞ :¼ b1=2ðPÞ by choosing the constant function
V¼ 1/2. Theorem 8.2.21 in [30] (see also Lemma 2.3 in [23]) shows that the Lyapunov
inequality (9) combined with the local minorization condition (10) yield a V-norm con-
traction estimate for some well-chosen Lyapunov function.

Lemma 2.1 ([30]). Assume (9) and (10). In this situation, for any rP r0�r� with r� :¼
1=ð1� �Þ we have

bV�, rðPÞ6 1� a�ðrÞ (12)

with the rescaled Lyapunov function

V�, r :¼
1
2

1þ 1
1þ �

aðrÞ
r

V

� �
and a�ðrÞ :¼

aðrÞ
2

ð1� �Þ
ð1þ �Þ þ aðrÞ

2

1� r�
r

� �
> 0:

STOCHASTIC ANALYSIS AND APPLICATIONS 7



For the convenience of the reader a proof of the V-norm estimate (12) is provided in
the Appendix, on page 75. As an aside, note that whenever (9) is met with c¼ 1/2 we
have

PðV�, rÞ6 � V�, r þ c�, r with c�, r :¼
1
2

ð1� �Þ þ 1
1þ �

aðrÞ
2r

� �
The equivalence of the V-norm and the V�, r-norm yields without further work the

following contraction theorem.

Theorem 2.2. For any t 2 N and any l, g 2 PVðEÞ we have
jjjðl� gÞPtjjjV 6 c�, r bV�, rðPÞ

t jjjl� gjjjV with c�, r :¼ 1þ 2rð1þ �Þ=aðrÞ: (13)

The contraction estimate (13) ensures the existence of a single invariant probability
measure l1 ¼ l1Pt 2 PVðEÞ: Similar approaches are presented in the article [5], sim-
plifying the Foster-Lyapunov methodologies and the small-sets return times estimation
techniques developed in [7]. While the geometric convergence of discrete time Markov
semigroups toward their invariant measure l1 (a.k.a. Harris-type theorem) are well
known, the V-norm contraction coefficients techniques developed in [30] provides a
very direct and short proof of Theorem 2.2. In Section 2.3, this natural operator-theor-
etic framework is extended without difficulties to time varying and continuous time
indices. For instance, for any collection of Lyapunov functions Vt 2 B1ðEÞ and any
Markov transitions Mt indexed by t 2 N from BVtðEÞ into BVt�1ðEÞ we have

Pt :¼ Pt�1Mt ¼ M1:::Mt ) jjjðl� gÞPtjjjVt
6

Y
16 s6 t

bVs�1,Vs
ðMsÞ

� �
jjjl� gjjjV0

with the V-norm contraction coefficients

bVt�1,Vt
ðMtÞ :¼ sup

l, g2PV ðEÞ
jjjðl� gÞMtjjjVt

=jjjl� gjjjVt�1
¼ sup

ðx, yÞ2E2

jjdxMt � dyMtjjVt

Vt�1ðxÞ þ Vt�1ðyÞ
:

Whenever all the Markov transitions Mt satisfy (9) and (10) with the same Lyapunov
function V and the same function aðrÞ, choosing the function Vt :¼ V�, r defined in
Lemma 2.1 we have bVt�1,Vt

ðMtÞ6 ð1� a�ðrÞÞ, with the parameter a�ðrÞ defined in
Lemma 2.1. More general time-inhomogeneous models can probably be handle extend-
ing the analysis developed in [24, 26] as well as in Theorem 4.18 and Theorem 4.20 in
[31] and in Proposition 1 in [32] using the standard Dobrushin coefficient to non-
necessarily compact spaces in terms of V-norms contraction coefficients.

Remark 2.3. Whenever PðVÞ=V 6H for some H 2 B0ðEÞ a direct application of (13)
yields for any tP 1 the estimate

jjjðl� gÞPtþ1jjjV 6 c�, r bV�, rðPÞ
t jjjl� gjjjVH

with VH :¼ V H

In some situations (cf. for instance Section 6), we can choose H ¼ 1=V. In this context,
for any l, g 2 PðEÞ we have the uniform total variation norm estimates

2 jjjðl� gÞPtþ1jjjtv 6 jjjðl� gÞPtþ1jjjV 6 2c�, r bV�, rðPÞ
t jjjl� gjjjtv 6 2c�, r bV�, rðPÞ

t
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In this situation, besides the state space E may not be compact, for sufficiently large
t> 0 the standard Dobrushin contraction coefficient bðPtÞ < 1 of the Markov transition
Pt yields exponential decays.

The extension to more general positive semigroups is slightly more involved and
relies on the stability properties of triangular arrays of Markov operators (cf. [23]). In
Section 3, we present an overview on the stability properties of this class of models.
Combining (1) with (10), for any rP r0 there exists some probability measure �r

such that for any l ¼ ðlþ � l�Þ 2 MVðEÞ with lð1Þ ¼ 0 and any bounded positive
function f P 0 we have

l6ðPðf ÞÞPl6ð1VðrÞÞ aðrÞ �rðf Þ:

This implies that

jjlPjjtv
jjljjtv

¼
				 lþ

lþð1Þ
� l�
l�ð1Þ

� �
P

				
tv

6 1� aðrÞ
lþð1VðrÞÞ
lþð1Þ

�
l�ð1VðrÞÞ
l�ð1Þ

 !
:

On the other hand, by Markov inequality we have

1� 1
r

lþðVÞ
lþð1Þ

�
l�ðVÞ
l�ð1Þ

 !
6

lþð1VðrÞÞ
lþð1Þ

�
l�ð1VðrÞÞ
l�ð1Þ

:

This implies that

jjlPjjtv
jjljjtv

6 1� aðrÞ 1� 1
r

jjjljjjV
jjljjtv

 !
:

We summarize the above discussion in the following lemma.

Lemma 2.4. Assume that (10) is met. In this case for any rP r0 and l 2 MVðEÞ with
lð1Þ ¼ 0 we have

jjlPjjtv 6 ð1� aðrÞÞ jjljjtv þ
aðrÞ
r

jjjljjjV : (14)

Whenever (9) is met with c¼ 1/2, for any l 2 MVðEÞ with lð1Þ ¼ 0, recalling that
jjljjtv ¼ jjjljjj1=2 ¼ lþð1Þ ¼ l�ð1Þ we have

jjjlPjjjV 6 � jjjljjjV þ jjljjtv:

This yields for any q > 0 the estimate

jjjlPjjj1=2þqV 6 ðð1� aðrÞÞ þ qÞ jjljjtv þ
aðrÞ
qr

þ �

� �
q jjjljjjV

from which we readily check the following lemma.

Lemma 2.5. Assume (9) and (10) are met with c¼ 1/2. In this situation, for any ðr, qÞ
such that r�=r < q=aðrÞ < 1 we have

b1=2þqVðPÞ6 1� aq� ðrÞ

with the parameter r� defined in Lemma 2.1 and aq� ðrÞ defined by
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aq� ðrÞ :¼ aðrÞ � qð Þ� ð1� �Þ 1� aðrÞ
q

r�
r

� �� �
> 0:

For instance, for any d > 0 we have

r > ð1þ dÞ r� and q :¼ ð1þ dÞ aðrÞ r�
r

) aq� ðrÞP aðrÞ 1� ð1þ dÞ r�
r

� �� �
� ð1� �Þ d

1þ d

� �
> 0:

We end this section with a weaker version of another popular condition ensuring the
non-expansive property of Markov semigroups w.r.t. V-norms (see for instance [11, 16,
33,34] and references therein). Instead of (9), we further assume there exist an increas-
ing function u : v 2 ½1,1½ 7!uðvÞ 2 ½0,1½ some constant cP 0 and some function
V 2 B1ðEÞ such that VP 1 and

PðVÞ6V � uðVÞ þ c and uðVÞ=V 2 B0ðEÞ: (15)

Note that when uðVÞ ¼ ð1� �ÞV the r.h.s. condition in the above display is not met
(unless E is compact) but the l.h.s. inequality coincides with the Lyapunov condition
(9). In contrast with the Lyapunov condition introduced in [11], the function u is not
required to be concave.
Whenever (10) is satisfied, Lemma 2.4 ensures that for any rP r1 :¼ uðr0Þ and l 2

MuðVÞðEÞ with lð1Þ ¼ 0 we have

jjlPjjtv 6 ð1� a1ðrÞÞ jjljjtv þ
a1ðrÞ
r

jjjljjjuðVÞ with a1ðrÞ :¼ a u�1ðrÞ
� �

: (16)

On the other hand, by (15) l 2 MVðEÞ with lð1Þ ¼ 0 we have

jjjlPjjjV 6 jjjljjjV � jjjljjjuðVÞ þ 2cjjljjtv:

This yields for any q > 0 the inequality

jjjlPjjj1þqV 6 jjjljjj1þqV � 2 a1ðrÞ � qcð Þ jjljjtv þ q� 2a1ðrÞ
r

� �
jjjljjjuðVÞ

� �
(17)

from which we readily check the following uniform estimates.

Lemma 2.6. Assume (10) and (15) are met. In this situation, (16) is met for some param-
eters ðr1, a1Þ. In addition, for any rP r1 and parameter q > 0 such that qc6 a1ðrÞ and
qP 2a1ðrÞ=r we have

sup
tP 0

b1þqVðPtÞ6 1 or equivalently sup
tP 0

jjjlPtjjj1þqV 6 jjjljjj1þqV (18)

for any l 2 MVðEÞ with lð1Þ ¼ 0:

2.2. Subgeometric convergence

Consider the discrete time and homogeneous Markov semigroups discussed in Section
2.1. Without further mention, we shall assume that conditions (10) and (15) are met for
some increasing function u and some Lyapunov function 16V 2 B1ðEÞ:
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Consider a concave increasing differentiable function u1 : ½1,1½ 7! ½1,1½ such that
u1ðVÞ=V 2 B0ðEÞ: We further assume there exists some parameters v > 0 and j2 > 0
such that

@u1ðVÞ uðVÞPu2ðVÞ with u2ðVÞ :¼ j2 V u1ðVÞ=Vð Þ1þv 2 B1ðEÞ (19)

Observe that

j2 u2ðVÞ=V 6 @u1ðVÞ uðVÞ=V 6 @u1ð1Þ uðVÞ=V 2 B0ðEÞ

Thus, whenever the function u1ðVÞ=V is locally lower bounded and upper semi-con-
tinuous the above estimate ensures that

uðVÞ=V 2 B0ðEÞ ) u1ðVÞ=V ,u2ðVÞ=V 2 B0ðEÞ

The prototype of model we have in mind is the case

uðvÞ :¼ j0 vd and u1ðvÞ :¼ j1 v1�td (20)

for some parameters t, d 2�0, 1½ and j1 P 1: In this context, we have

@u1ðVÞ uðVÞ ¼ j0j1ð1� tdÞ Vdð1�tÞ ¼ u2ðVÞ :¼ j2 V u1ðVÞ=Vð Þ1þv 2 B1ðEÞ
with the parameters

j2 :¼ j0j
�1�d

td
1 ð1� tdÞ and v :¼ 1� d

td
:

Applying Jensen’s inequality and using (15) we prove that

Pðu1ðVÞÞ6u1ðVÞ � u2ðVÞ þ c1 with c1 ¼ c@u1ð1Þ: (21)

We check this estimate using the fact that @u1 is decreasing. Thus, for any 06 u6 v
we have

u1ðv� uÞ6u1ðvÞ � @u1ðvÞ u:

In the same vein, for any 06 v6 v� u we have

8w 2 v, v� u½ � @u1ðvÞP @u1ðwÞ and therefore u1ðv� uÞ6u1ðvÞ � @u1ðvÞ u:

The Lyapunov inequality (21) applied to (20) is closely related to Lemma 3.5 in [13]
We further assume there exists some r2 P 1 and some function a2 : r 2
½r2,1½ 7! a2ðrÞ 2 �0, 1�, such that for any rP r2 we have

sup
ðx, yÞ2fu2ðVÞ6 rg2

jdxP � dyPjjtv 6 1� a2ðrÞ:
�� (22)

The above condition is automatically met with r2 ¼ u2ðr0Þ and a2ðrÞ :¼ aðu�1
2 ðrÞÞ as

soon as (10) is satisfied and u2 is increasing. In this situation, arguing as above, Lemma
2.4 ensures that for any rP r2 and l 2 Mu2ðVÞðEÞ with lð1Þ ¼ 0 we have

jjlPjjtv 6 ð1� a2ðrÞÞ jjljjtv þ
a2ðrÞ
r

jjjljjju2ðVÞ:
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On the other hand, by (21) we have

jjjlPjjju1ðVÞ6 jjjljjju1ðVÞ � jjjljjju2ðVÞ þ 2c1jjljjtv:

Applying Jensen’s inequality for any l 2 MVðEÞ with lð1Þ ¼ 0 we find that

jjjljjju2ðVÞ ¼ j2
jljðV ðu1ðVÞ=VÞ1þvÞ

jljðVÞ jljðVÞP j2 jjjljjj1þv
u1ðVÞ

=jjjljjjvV (23)

Following word-for-word the proof of (17) we readily check the following lemma.

Lemma 2.7. For any rP r2�r1 and q > 0 such that

qðc1�cÞ6 a1ðrÞ�a2ðrÞ and dqðrÞ :¼ j2 q� 2
a2ðrÞ�a1ðrÞ

r

� �
> 0

and for any l 2 MVðEÞ with lð1Þ ¼ 0 we have

jjjlPjjj1þqu1ðVÞ6 jjjljjj1þqu1ðVÞ � dqðrÞ jjjljjj1þv
u1ðVÞ

=jjjljjjvV :

To take the final step, recall that jjjljjj1þqu1ðVÞ6 ð1þ qÞjjjljjju1ðVÞ: Combining this

estimate with the uniform estimate (18) for any t 2 T ¼ N we check that

jjjlPtþ1jjj1þqu1ðVÞ � jjjlPtjjj1þqu1ðVÞ6� 1l jjjlPtjjj1þqu1ðVÞ


 �
with the function 1lðuÞ :¼ xlðqÞ u1þv and the parameters

xlðqÞ :¼ xðqÞ jjjljjj�v
1þqV and xðqÞ :¼ qv dqðrÞ=ð1þ qÞ1þv (24)

Lemma 2.8 ([35]). Consider a decreasing sequence of positive numbers ut such that for
any t 2 N we have

utþ1 � ut 6� 1ðutÞ
for some continuous increasing function Ϛ from �0, u0� into �0,1½. In this situation, for
any tP 1 we have

ut 6 I�1
1 ðtÞ with I1ðuÞ :¼

ðu0
u

dv
1ðvÞ :

Proof. Since Ϛ is increasing we have v 2 ½unþ1, un� ) 1ðvÞ6 1ðunÞ: On the other hand,
by the mean value theorem there exists some v 2 ½unþ1, un� such that

I1ðunþ1Þ � I1ðunÞ ¼ � unþ1 � un
1ðvÞ P

1ðunÞ
1ðvÞ P 1:

We conclude that I1ðunÞP nþ I1ðu0Þ: This ends the proof of the lemma. �

Observe that for any tP 1 we have

1ðvÞ ¼ v1þv ) I1ðuÞ ¼
1
v

ðu�v � u�v
0 Þ

) I�1
1 xtð Þ ¼ 1

u�v
0 þ tx v

� �1=v

6 vxð Þ�1=v t�1=v:
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The above lemma readily yields the following polynomial convergence theorem.

Theorem 2.9. Assume conditions (19) and (22) are satisfied for some function u1 and
some parameter. In this situation, for any tP 1 and any l 2 MVðEÞ with lð1Þ ¼ 0 we
have the polynomial convergence estimates

jjjlPtjjj1þqu1ðVÞ6 cvq t�1=v jjjljjj1þqV with cvq :¼ vxðqÞð Þ�1=v

In the above display, q and xðqÞ stands for the parameters defined in Lemma 2.7 and
in (24).

Remark 2.10. Without further work, we recover the sequence of polynomial rates of con-
vergence discussed in [13] by choosing for any 1 < i < n the parameters

d :¼ ðn� 1Þ=n t :¼ ði� 1Þ=ðn� 1Þ

) 1� td ¼ 1� ði� 1Þ=n dð1� tÞ ¼ 1� i=n 1=v ¼ i� 1:

As expected, the operator-theoretic framework described above can be extended easily
to situations where the function u2 in (19) has the following form

u2ðVÞ :¼ V w u1ðVÞ=Vð Þ 2 B1ðEÞ (25)

for some convex increasing function w : ½0,1½ 7! ½0,1½ such that wð0Þ ¼ 0: In this
situation, arguing as in (23) for any l 2 MVðEÞ with lð1Þ ¼ 0 we have

jjjljjju2ðVÞP jjjljjjV w jjjljjju1ðVÞ=jjjljjjV

 �

Using the fact that wðkvÞ6 kwðvÞ, for any k 2 ½0, 1� and vP 0, for any tP 0 we
check that

jjjlPtjjju2ðVÞ P supsP 0 jjjlPsjjjV
jjjlPtjjjV

supsP 0 jjjlPsjjjV
w jjjlPtjjju1ðVÞ=jjjlPtjjjV

 �

P supsP 0 jjjlPsjjjV w jjjlPtjjju1ðVÞ= supsP 0 jjlPsjjjV
�� �


On the other hand, by (18) we have q supsP 0 jjlPsjjjV 6 ð1þ qÞjjjljjjV :
�� This yields

the rather crude estimate

jjjlPtjjju2ðVÞP jjjljjjV w
q

1þ q

jjjlPtjjju1ðVÞ
jjjljjjV

 !
:

Thus, recalling the norm equivalence formulae (5) we prove that

jjjlPtjjju2ðVÞ P jjjljjj1þqV wq jjjlPtjjj1þqu1ðVÞ=jjjljjj1þqV


 �
with the rescaled convex function

wqðvÞ :¼
1

1þ q
w

q2

ð1þ qÞ2
v

 !
: (26)
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This shows that

v0 :¼ jjjljjj1þqV and ut :¼ jjjlPtjjj1þqu1ðVÞ ) utþ1 � ut 6� dqðrÞ 1v0 utð Þ

with the same dqðrÞ as in Lemma 2.7 (with j2 ¼ 1) and the function 1v0ðuÞ :¼
v0 wqðu=v0Þ: In this context, Lemma 2.8 readily yields the following convergence
theorem.

Theorem 2.11. Assume there exists some function u1 satisfying (19), with the function u2

defined in (25) in terms of some convex increasing function w. In this situation, for any
tP 0 and any l 2 MVðEÞ with lð1Þ ¼ 0 we have

jjjlPtjjj1þqu1ðVÞ 6 J�1
wq
ðtÞ jjjljjj1þqV

with the parameter q defined in Lemma 2.7, the function wq defined in (26) and

Jwq
ðuÞ :¼

ði
u

dv
wqðvÞ

with i :¼ 1�jju1ðVÞ=Vjj:

Proof. Observe that

I1v0 ðuÞ :¼
ðu0
u

dv
1v0ðvÞ

¼
ðu0=v0
u=v0

dv
wqðvÞ

¼: Iwq
u=v0ð Þ:

On the other hand, we have u0 6 i v0 and Iwq
ðuÞ6 Jwq

ðuÞ: Since Iwq
and Jwq

are

decreasing their inverse are also decreasing and choosing u ¼ I�1
wq
ðtÞ in the above dis-

play we have

t ¼ Iwq
ðI�1

wq
ðtÞÞ6 Jwq

ðI�1
wq
ðtÞÞ

) J�1
wq
ðtÞP I�1

wq
ðtÞ ) I�1

1v0
ðtÞ ¼ v0 I�1

wq
ðtÞ6 v0 J�1

wq
ðtÞ:

The end of the proof is now a direct consequence of Lemma 2.8. �

2.3. Some V-norm stability theorems

Let Ps, t be a semigroup of Markov integral operators Ps, t on BbðEÞ indexed by continu-
ous time indices s, t 2 T ¼ Rþ :¼ ½0,1½ or by discrete time indices s, t 2 T ¼ N: We
further assume that

Ps, sþsðVÞ6 �s V þ cs (27)

for some parameter �s 2�0, 1½ and some finite constant cs < 1: The geometric drift
condition (27) ensures that the sequence jjjPs, sþnsjjjV indexed by sP 0 and nP 1 is uni-
formly bounded. In this context, (8) applied to Qs, t ¼ Ps, t ensures that the operator
norms of Ps, t are uniformly bounded w.r.t. any time horizon. More precisely, whenever
(27) is met we have the equivalence

sup
sP 0

sup
tP s

jjjPs, tjjjV < 1 () sup
jt�sj6 s

jjjPs, tjjjV < 1: (28)
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Note that the condition (28) is automatically satisfied whenever (27) is met for any
s > 0 with sups2½0, 1� cs < 1: For instance, consider the Markov transition semigroup

Ps, t of a continuous time stochastic flow Xs, tðxÞ on some locally compact normed vector
space ðE, jj:jjÞ with generator Lt defined on some common domain DðLÞ � BðEÞ: In
this context, for any non-negative function V 2 DðLÞ and any parameters a> 0, c < 1
and s > 0 we have

8t 2 T ¼ Rþ LtðVÞ6� a V þ c

) ð27Þ and ð28Þ with �s ¼ ð1þ asÞ�1 < 1 and cs ¼ cs:
(29)

The above estimate is rather well known, a detailed proof is provided in the appendix
on page 74. Further examples of Markov diffusion semigroups on R

n satisfying (27) are
discussed in Section 2.4. We further assume there exists some r0 P 1 and some function
as : r 2 ½r0,1½ 7! asðrÞ 2 �0, 1�, such that for any rP r0 we have

sup
ðx, yÞ2VðrÞ2

jdxPs, sþs � dyPs, sþsjjtv 6 1� asðrÞ,
�� (30)

with the compact level sets VðrÞ introduced in (10). By Theorem 2.2, conditions (27),
(28) and (30) ensure the existence of some parameter �s > 0 such that

sup
jt�sj6�s

bVðPs, tÞ < 1 and sup
sP 0

bVðPs, sþ�sÞ < 1: (31)

In the above display, bVðPs, tÞ stands for the V-Dobrushin coefficient of the Markov
operator Ps, t introduced in (11). The next exponential contraction theorem is a direct
consequence of the operator norm estimates (31) and it is valid on abstract measurable
spaces as well as for any function VP 1:

Theorem 2.12. Let Ps, t be a semigroup of Markov integral operators Ps, t on some measur-
able state space E satisfying condition (31) for some function VP 1 and some parameter
�s > 0. In this situation, there exists a parameter b> 0 and some finite constant c < 1
such that for any s6 t and l, g 2 PVðEÞ we have the exponential estimate

jjjðl� gÞPs, tjjjV 6 c e�bðt�sÞ jjjl� gjjjV : (32)

In particular, the above exponential Lipschitz estimates are met as soon as conditions
(27), (28) and (30) are satisfied. The estimates (32) also hold for any sP 0 and t 2
½s,1½s as soon as (27) and (30) are satisfied for some s > 0 and �s 2�0, 1½:

Theorem 2.12 can be seen as an extension of Harris’ theorem to time varying
Markov semigroup. The proof of Theorem 2.12 is based on the discrete time V-norm
operator contraction techniques presented in Section 2.1. The r.h.s. condition in (28) is
a technical condition only made for continuous time semigroups to ensure that (32)
also holds for continuous time indices. Note that the strength of conditions (27) and
(30) depends on the strength of the function V: when the function V is bounded, the
geometric drift condition (27) and the uniform norm condition (28) are trivially met
but in this case condition (30) is a uniform contraction condition on the state E. In the
reverse angle, when V 2 B1ðEÞ is a function with compact sub-level sets, the geometric
drift condition (27) combined with (28) ensures that lPs, t is a tight collection of
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probability measures indexed by s6 t: For time homogenous models Ps, sþt ¼ Pt, follow-
ing Remark 2.3, uniform total variation estimates can be derived for any tP s as soon
jjPsðVÞjj < 1: Some examples satisfying this condition are discussed in Section 6.
Using (1) we readily check that the local contraction condition (30) is met if and

only if for any sP 0 and any ðx, yÞ 2 VðrÞ2 there exists some probability measure l on
E (that may depends on the parameters ðs, r, s, x, yÞ) such that

8z 2 fx, yg dzPs, sþsðdyÞP asðrÞ lðdyÞ:

For instance, the above condition is met as soon as

Ps, sþsðx, dyÞP ps, sþsðx, yÞ �sðdyÞ (33)

for some Radon positive measure �s on E and some density function ps, sþs, satisfying
for any rP r0 the local minorization condition

0 < inf
s2T

inf
VðrÞ2

ps, sþs and 0 < �sðVðrÞÞ < 1: (34)

For locally compact Polish spaces condition 0 < �sðVðrÞÞ < 1 is met as soon as V
has compact sub-levels sets VðrÞ with non-empty interior and �s is a Radon measure of
full support; that is �s is finite on compact sets and strictly positive on non-empty open
sets. For time homogeneous models, also note that the l.h.s. minorization condition (34)

is satisfied as soon as ðx, yÞ 2 ðE� Þ2 7! psðx, yÞ is a continuous positive function on the
interior E

�
of the set E.

Several illustrations of Theorem 2.12 are discussed in Section 2.4 in the context of
diffusion processes on Euclidean spaces as well as in Section 6 in the context of Riccati-
type diffusion on positive definite matrix spaces and multivariate birth and death jump
type processes on countable state spaces. The stability of Markov semigroups on mani-
folds with entrance boundaries can also be analyzed using the Lyapunov techniques
developed in Section 5. For instance, as shown in Section 5.1, any absolutely continuous
Markov semigroup Ps, t on a bounded connected subset E � R

n with locally
Lipschitz boundary @E satisfies the conditions of Theorem 2.12 with the (non unique)

Lyapunov function VðxÞ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðx, @EÞ

p
and the distance to the boundary defined for

any x 2 E by

dðx, @EÞ :¼ inf jjx� yjj : y 2 @E
� �

:

We illustrate the above discussion with some elementary one dimensional examples.

Example 2.13. Consider a one dimensional Brownian motion XtðxÞ starting at X0ðxÞ ¼
x 2 E :¼ ½0, 1� and reflected at the boundaries @E ¼ f0, 1g. We recall that the Markov
transition of the process t 2 T :¼ Rþ 7!XtðxÞ 2 E is symmetric and absolutely continu-
ous; that is we have

Ptðx, dyÞ :¼ PðXtðxÞ 2 dyÞ ¼ ptðx, yÞ �ðdyÞ with �ðdyÞ :¼ 1 0, 1½ �ðyÞdy

and the density ptðx, yÞ is given by the spectral decomposition

ptðx, yÞ ¼ 1þ 2
X
nP 1

e�ðnpÞ2t=2 cos ðnpxÞ cos ðnpyÞ
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In this situation, Pt ¼ P0, t coincides with the Neumann heat semigroup on ½0, 1�. Since
the Neumann heat kernel ptðx, yÞ is smooth as well as bounded and strictly positive on
the compact interval ½0, 1�, the conditions of Theorem 2.12 are satisfied with the unit
Lyapunov function V(x) ¼ 1, as well as for any of the Lyapunov functions VðxÞ ¼
1=

ffiffiffi
x

p
, VðxÞ ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffi
1� x

p
or VðxÞ ¼ 1=

ffiffiffi
x

p
þ 1=

ffiffiffiffiffiffiffiffiffiffiffi
1� x

p
. Indeed, note that the minoriza-

tion condition (34) holds for any of the Lyapunov functions V discussed above. Since
�ðVÞ61, we have jjPsðVÞjj < 1 for any s > 0, so that the Lyapunov condition (27) is
also met.
The same reasoning applies to the one dimensional positive Riccati-type diffusions with

an entrance boundary at the origin discussed in Section 6. Reflecting this class of positive
diffusions at x¼ 1, the conditions of Theorem 2.12 are satisfied on E ¼�0, 1� with the
Lyapunov functions VðxÞ ¼ 1=

ffiffiffi
x

p
as well as for VðxÞ ¼ 1=

ffiffiffi
x

p
þ 1=

ffiffiffiffiffiffiffiffiffiffiffi
1� x

p
:

In the same vein, assume there exists some increasing differentiable concave function
u : v 2 ½1,1½ 7!uðvÞ 2 ½0,1½ with bounded differential jj@ujj < 1 and some func-
tion V 2 B1ðEÞ such that VP 1 and V ,uðVÞ 2 DðLÞ: In addition, there exists some
finite constant c > uð1Þ such that for any t 2 T ¼ Rþ we have

LtðVÞ6� uðVÞ þ c and uðVÞ=V 2 B0ðEÞ (35)

We set

Vs :¼ V þ s uðVÞ and usðvÞ ¼ u v=bsð Þ with bs :¼ 1þ sjjuðVÞ=Vjj: (36)

Observe that

us Vsð Þ ¼ u V 1þ suðVÞ=Vð Þ=bsð Þ6uðVÞ with bs :¼ 1þ sjjuðVÞ=Vjj
and

us Vsð Þ=Vs 6uðVÞ=V 2 B0ðEÞ

This estimate ensures that usðVsÞ=Vs 2 B0ðEÞ as soon as usðVsÞ=Vs is locally lower
bounded and upper semi-continuous.

Lemma 2.14. Assume condition (35) is satisfied for some functions ðu,VÞ and some con-
stant c > uð1Þ. In this situation, for any s 2 T and s > 0 we have

8s 2 T Ps, sþsðVsÞ6Vs � s usðVsÞ þ cs

with the function Vs defined in (36) and cs :¼ c s ð1þ jj@ujj s=2Þ:

The proof of the above lemma is provided in the Appendix, on page 74. Next the-
orem is the continuous time version of the polynomial convergence theorem, Theorem
2.9 presented in Section 2.2. The continuous time version of Theorem 2.11 can be
obtained using the same lines of arguments, thus it is left to the reader.

Theorem 2.15. Assume (35) is met for some function ðu,VÞ and the function us defined
in (36) satisfies (19) for some parameters s, v > 0 and some functions ðus, 1,us, 2Þ such
that usðVsÞ=Vs,us, 1ðVsÞ=Vs 2 B0ðEÞ and us, 2ðVsÞ 2 B1ðEÞ. We also assume that (30)
is satisfied with the compact level sets of the function Vs. In this situation, there exists
some constant c < 1 (that may depends on s) such that for any sP 0 and any t 2
½s,1½s and l, g 2 PVðEÞwe have
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jjjðl� gÞPs, tjjjtv 6 c ðt � sÞ�1=v jjjl� gjjjV
The above polynomial convergence estimates also holds for any continuous time indices

as soon as supjs�tj6 s jjPs, tjjjV < 1:
��

Proof. Applying Theorem 2.9, there exists some parameter qs > 0 and some finite con-
stant cs such that for any n 2 N we have the polynomial convergence estimates

jjjlPs, sþnsjjj1þqsus, 1ðVsÞ 6 cs n�1=v jjjljjj1þqsVs
6 cs ð1þ qsÞ n�1=v jjjljjjVs

This implies that

jjjlPs, sþnsjjjtv 6 c n�1=v jjjljjjV with c ¼ cs bsð1þ qsÞ

This ends the proof of the theorem. �

2.4. Diffusion semigroups

This section is mainly concerned with the design of Lyapunov functions for continuous
time Markov semigroups. To simplify notation, we only consider time homogeneous
models. All the semigroups discussed in this section satisfy condition (28). Thus, by
(33) the contraction theorem, Theorem 2.12, applies to all the Markov semigroups dis-
cussed in this section as soon as the transition semigroups have a continuous density
with respect to the Lebesgue measure.
Section 2.4.1 presents some elementary principles based on spectral conditions on the

drift function and a simple way to design Lyapunov functions in terms of the generator
of diffusion process. These generator-type techniques are illustrated in Section 2.4.2 in
the context of overdamped Langevin diffusions. The design of Lyapunov functions for
hypo-elliptic diffusions and Langevin diffusions are discussed respectively in Sections
2.4.3 and 2.4.4.

2.4.1. Some general principles
Consider the Markov semigroup Pt of a diffusion flow XtðxÞ on E ¼ R

n defined by

dXtðxÞ ¼ bðXtðxÞÞ dt þ rðXtðxÞÞ dBt: (37)

In the above display, Bt is a n1-dimensional Brownian motion starting at the origin
for some nP 1, b is a differentiable drift function from R

n into itself with gradient-
matrix rb ¼ ð@xibjÞ16 i, j6 n, and r stands for some diffusion function from R

n into

R
n�n1 : We set R2 :¼ rr0, where r0ðxÞ :¼ rðxÞ0 stands for the transposition of the matrix

rðxÞ, so that R2ðxÞ :¼ rðxÞr0ðxÞ: The absolutely continuity of the transition semigroup
Ptðx, dyÞ ¼ PðXtðxÞ 2 dyÞ ¼ ptðx, yÞ�ðdyÞ for some continuous transition densities
ptðx, yÞ (w.r.t. the Lebesgue measure �ðdyÞ) is ensured as soon as ðb, rÞ are globally
Lipschitz continuous and the diffusion matrix is invertible or more generally satisfying
a parabolic H€ormander condition (see for instance [36–38] and references therein). The
generator L of the diffusion flow XtðxÞ and its carr�e du champ operator CL are given
respectively by the formula
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Lðf Þ :¼ b0rf þ 1
2

Tr R2r2f
� �

and CLðf , gÞ :¼ ðrf Þ0R2rg: (38)

The next proposition provides a rather elementary way to design a Lyapunov
function.

Proposition 2.16. Assume that rðxÞ ¼ r0 for some r0 2 R
n�n1 and we have

rbþ ðrbÞ0 6� 2k I for some k > 0: (39)

Then for any v> 0 and t> 0 there exists some dt > 0 such that

VðxÞ :¼ exp vjjxjjð Þ ) PtðVÞ=V 6 ct=V
dt : (40)

The proof of the above proposition is rather technical, thus it is provided in the
appendix on page 76.
The next proposition is a slight extension of Theorem 2.6 [39] on reversible semi-

groups to stochastic flows in Euclidean spaces. It provides a rather simple way to design
Lyapunov functions in terms of generators.

Proposition 2.17. Assume there exists some function WP 0 as well as some parameters
a > 0, b 2 R and 0 < � < 1 such that

a W þ bþ LðWÞ6� � CLðW,WÞ: (41)

In this situation, for any t> 0 we have

V :¼ exp 2�Wð Þ ) PtðVÞ=V 6 vt=V
dt (42)

with the parameters

vt ¼ exp �2b� ð1� e�atÞ=a
� �

and dt :¼ ð1� e�atÞ:

The proof of the above proposition follows word-for-word the proof of Theorem 2.6
in [39], thus it is provided in the appendix on page 77.
We further assume that Pt satisfies for any t> 0 the sub-Gaussian estimate

Ptðx, dyÞ6 ct exp � 1
2r2t

jjy�mtðxÞjj2
� �

dy (43)

for some parameters rt > 0 and some function mt on R
n such that

jjmtðxÞjj6 ct ð1þ jjxjjÞ:

In this situation, for any nP 1 and tP 0 we have

VðxÞ :¼ 1þ jjxjjn ) jjPtðVÞ=Vjj < 1:

More refined estimates can be found when the function mt is such that

jmtðxÞj6 �t jxj with �t 2 �0, 1½ (44)

for some norm j:j on R
n: In this situation, observe that any vP 0 and any centered

Gaussian random variable Y on R
n with identity covariance matrix In we have

e�vjxj
E evjmtðxÞþrtYjð Þ6 ct e�vð1��tÞjxj:
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This yields the following lemma.

Lemma 2.18. Consider a Markov semigroup Pt satisfying the sub-Gaussian estimate (43)
as well as (44) for some norm j:j on R

n. Then for any vP 0 and t> 0 there also exists
some finite constant dt > 0 such that

VðxÞ :¼ exp vjxjð Þ ) PtðVÞ=V 6 ct=V
dt :

2.4.2. Overdamped Langevin diffusion
Let W(x) be some twice differentiable potential function from R

n into R: The over-
damped Langevin diffusion is defined by choosing in (37) the drift function

bðxÞ :¼ �c rWðxÞ and ðn1, rðxÞÞ ¼ ðn, q IÞ for some c, q > 0:

In this context, we have

ð39Þ () r2WP ðk=cÞ I for some k > 0:

Also observe that

ð41Þ () a W þ bþ q2

2
Trðr2WÞ6 c� � q2

� �
jjrWjj2:

The above condition is clearly met when W behaves as jjxjjm with mP 1 at infinity;
that is, there exists some sufficiently large radius r such that for any jjxjjP r we have

Trðr2WðxÞÞ
�� ��6 c1 jjxjjðm�2Þþ and krWðxÞk2P c2 jjxjj2ðm�1Þ:

2.4.3. Hypo-elliptic diffusions
Consider the R

n-valued diffusion (37) with ðbðxÞ, rðxÞÞ ¼ ðAx,RÞ, for some matrices
ðA,RÞ with appropriate dimensions. We assume that A is stable (a.k.a. Hurwitz); that is
its spectral abscissa 1ðAÞ defined below is negative

1ðAÞ :¼ sup Re kðAÞð Þ : kðAÞ 2 SpecðAÞ
� �

< 0: (45)

In the above display SpecðAÞ denotes the spectrum of the matrix A, and ReðkðAÞÞ
the real part of kðAÞ: We also assume that R :¼ RR0 is positive semi-definite and the
pair of matrices ðA,R1=2Þ are controllable, in the sense that the ðn� n2Þ-matrix

R1=2,AR1=2:::,Ar�1R1=2
 �

has rank n: (46)

Whenever 1ðAÞ < 0 we have

Ptðx, dyÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detð2pCtÞ
p exp � 1

2
y�mtðxÞ
� �0

C�1
t y�mtðxÞ
� �� �

dy (47)

with the mean value function

x 7!mtðxÞ :¼ etAx!t!1 0

and the covariance matrices Ct defined for any t> 0 by
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0 < Ct :¼
ðt
0
esAResA

0
ds!t!1C1 :¼

ð1
0

esAResA
0
ds:

Since A is stable, there exists some norm j:j on R
n such that the corresponding oper-

ator norm satisfies jetAj6 elðAÞt for some log-norm parameter l(A) < 0. This implies
that

jmtðxÞj ¼ jetAxj6 elðAÞt jxj: (48)

This clearly shows that the semigroup Pt of the hypo-elliptic Ornstein-Ulhenbeck dif-
fusion satisfies (43) and (44), and thus the conditions of Lemma 2.18 are met.
Let Pt be the Markov semigroup of the R

n-valued linear diffusion

dX tðxÞ ¼ AX tðxÞ þ aðX tðxÞÞð Þdt þ R dBt (49)

with some bounded drift function a on R
n, an ðn� nÞ-matrix A satisfying (45), some

n1-valued Brownian motion Bt starting at the origin and some ðn� n1Þ-matrix R satis-
fying the rank condition (46).
Using the stochastic interpolation formula (cf. Theorem 1.2 in [40]) given by

X tðxÞ � XtðxÞ ¼
ðt
0
eðt�sÞA0

a X sðxÞð Þ ds

we check the almost sure estimate

jXtðxÞ � X tðxÞj6 c for some finite constant c < 1:

This yields the following proposition.

Proposition 2.19. For any v> 0 and t> 0 there exists some dt > 0 such that

VðxÞ :¼ exp vjxjð Þ ) PtðVÞ=V 6 ct=V
dt :

2.4.4. Langevin diffusion
Consider the Langevin diffusion flow X tðzÞ ¼ ðXtðzÞ,YtðzÞÞ 2 ðRr � R

rÞ starting at z ¼
ðx, yÞ 2 ðRr � R

rÞ and given by

dXtðzÞ ¼ YtðzÞ=m dt

dYtðzÞ ¼ bðXtðzÞÞ � bYtðzÞ=mð Þ dt þ r dBt:

In the above display, Bt stands for an r-dimensional Brownian motion starting at the
origin, r, b,m > 0 some parameters and b a function of the form

bðxÞ :¼ �c x þ aðxÞ with c > 0 and jjajj < 1:

In statistical physics, the above diffusion represents the evolution of N particles
XtðzÞ ¼ ðXi

tðzÞÞ16 i6N 2 R
3N with mass m> 0, position XtðzÞ 2 R

3N and momenta
YtðzÞ: In this context, c > 0 stands for some friction parameter, and the diffusion par-
ameter r > 0 is related to the Boltzmann constant and the temperature of the system.
In this context, the function bðxÞ ¼ �rWðxÞ is often described by the gradient of
some potential function W. For instance, for a quadratic confinement we have

STOCHASTIC ANALYSIS AND APPLICATIONS 21



WðxÞ :¼ cjjxjj2=2þ wðxÞ with jjrwjj < 1

) bðxÞ ¼ �rWðxÞ :¼ �c xþ aðxÞ and aðxÞ ¼ rwðxÞ:

Notice that X tðzÞ can be rewritten in vector form as in (49) with n ¼ 2r, aðx, yÞ ¼�
0

aðxÞ

�
and the matrices

A ¼ 0 m�1 In�n

�c In�n �bm�1 In�n

� �
and R :¼ 0 0

0 rIn�n

� �
: (50)

It is a simple exercise to check that A satisfies (45) and (46).
Consider the R

2-valued stochastic process Xt ¼ ðqt, ptÞ defined by

dqt ¼ b
pt
m

dt

dpt ¼ �b
@W
@q

ðqtÞ þ
r2

2
pt
m

 !
dt þ r dBt

8>>><>>>: (51)

with some positive constants b,m, r, a Brownian motion Bt, and a smooth positive
function W on R such that for sufficiently large r we have

8 jqjP r q
@W
@q

ðqÞP d WðqÞ þ q2
� �

for some positive constant d. This condition is clearly met when W behaves as q2l for
certain lP 1 at infinity. We let V(q, p) be the function on R

2 defined by

Vðq, pÞ ¼ 1þ 1
2m

p2 þWðqÞ þ �

2
r2

2
q2 þ 2pq

� �
with � <

r2

2m
:

In this situation, there exists some a> 0 and c < 1 such that

LðVÞ6� aV þ c: (52)

The proof of the above estimate is rather technical, thus it is provided in the appen-
dix on page 80.

3. Stability of V-positive semigroups

3.1. Normalized semigroups

For non-necessarily Markov V-positive semigroups Qs, t one natural idea is to normalize
the semigroups. For any probability measure g 2 PVðEÞ we let Us, tðgÞ 2 PVðEÞ be the
normalized distribution defined for any f 2 BVðEÞ by the formula

Us, tðgÞðf Þ :¼
gQs, tðf Þ
gQs, tð1Þ

and we set �Qs, tðf ÞðxÞ :¼
Qs, tðf ÞðxÞ
Qs, tð1ÞðxÞ

¼ Us, tðdxÞðf Þ: (53)

The mapping Us, t is a well-defined semigroup on PVðEÞ: The denormalisation for-
mula connecting these semigroups is given for any t 2 ½s, þ1½s by
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lQs, tðf Þ ¼ Us, tðlÞðf Þ
Y

u2½s, t½s
Us, uðlÞðQu, uþsð1ÞÞ: (54)

with

s, t s :¼ fsþ ns 2 s, t : n 2 Ng:½½½½

To check this claim, observe that for any t :¼ sþ ns we have

Us, sþpsðlÞðQsþps, sþðpþ1Þsð1ÞÞ ¼ lQs, sþðpþ1Þsð1Þ=lQs, sþpsð1Þ

and therefore
Q

06 p<n Us, sþpsðlÞðQsþps, sþðpþ1Þsð1ÞÞ ¼ lQs, sþnsð1Þ:

The above formula coincides with the product formula relating the unnormalized
operators Qs, t with the normalized semigroup Us, t discussed in [[26], Section 1.3.2], see
also [[29], Proposition 2.3.1] and [[41], Section 12.2.1].
Observe that for any u 2 ½s, t½s and f 2 BbðEÞ we have

�Qs, t ¼ RðtÞ
s, u

�Qu, t with RðtÞ
s, uðf Þ :¼ Qs, uðf Qu, tð1ÞÞ=Qs, uðQu, tð1ÞÞ

Note that fRðtÞ
u, uþs, u 2 ½s, t½sg forms a triangular array of time varying Markov semi-

groups. In terms of the standard Dobrushin coefficient discussed in Section 2.1 assume
there exists some ds 2�0, 1½ such that for any t 2 ½s, þ1½s and u 2 ½s, t½s we have the

strong contraction condition bðRðtÞ
u, uþsÞ6 ð1� dsÞ: In this situation, for any t 2

½s, þ1½s we have the operator norm contraction

bð�Qs, tÞ6
Y

u2½s, t½s
bðRðtÞ

u, uþsÞ6 ð1� dsÞðt�sÞ=s

For a more thorough discussion on these strong contraction conditions we refer the
reader to Section 4 in [23] and references therein. Unfortunately, the strong contraction
condition discussed above is rarely satisfied for non-compact state spaces and we need
to resort to Lyapunov conditions. In this connection, note that the Lyapunov condition
in (8) is stronger than the one discussed in (27) in the context of Markov semigroups.
We also strengthen (33) and assume that for any sP 0 and s > 0, the integral operator
Qt, tþs has a density qs, sþs with respect to some Radon positive measure �s on E; that is
we have the formula

Qs, sþsðx, dyÞ ¼ qs, sþsðx, yÞ �sðdyÞ: (55)

We also assume there exists some r0 > 1 such that for any rP r0 we have

0 < irðsÞ :¼ inf
s2T

inf
VðrÞ2

qs, sþs 6 sup
s2T

sup
VðrÞ2

qs, sþs < 1 and �sðVðrÞÞ > 0: (56)

In this situation, for any rP r0 and �rP r we have the uniform estimate

inf
VðrÞ

Qs, sþsð1ÞP ˚r,�r ðsÞ :¼ inf
VðrÞ

Qs, sþsð1Vð�rÞÞP irðsÞ �sðVðrÞÞ > 0:

We associate with a given l 2 PVðEÞ and some function H 2 B0,VðEÞ the finite rank
(and hence compact) operator
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f 2 BVðEÞ 7!Tl,H
s, t ðf Þ :¼ Qs, tðHÞ

lsðQs, tð1ÞÞ
ltðf Þ 2 CVðEÞ

with the flow of measures lt ¼ Us, tðlsÞ starting at l0 ¼ l: With this notation at hand,
one has the following theorem.

Theorem 3.1 ([23]). Consider a V-positive semigroups Qs, t with a density (55) satisfying
(56) for some parameter s > 0 and some r0 > 1. In this situation, there exists a param-
eter b> 0 such that for any l, g 2 PVðEÞ and any sP 0 and t 2 ½s,1½s we have the local
Lipschitz estimate

jjjUs, tðlÞ � Us, tðgÞjjjV 6 cðl, gÞ e�bðt�sÞ jjjl� gjjjV : (57)

For any ðl,HÞ 2 ðPVðEÞ � B0,VðEÞÞ there exists some finite constant cHðlÞ < 1 such
that for any sP 0 and t 2 ½s,1½s we have������������ Qs, t

lsQs, tð1Þ
� Tl,H

s, t

������������
V

6 cHðlÞ e�bðt�sÞ: (58)

For continuous time semigroups, the above estimates also hold for any continuous time
indices s6 t as soon as for any rP r0 there exists some �rP r such
that infd2½0, s� ˚r,�rðdÞ > 0:
The proof of Theorem 3.1 is based on discrete time type V-norm operator contrac-

tion techniques combining the geometric drift condition stated in the l.h.s. of (8) with
the local minorization condition stated in (56). The condition infd2½0, s� ˚r,�r ðdÞ > 0 is a
technical condition only made for continuous time semigroups to ensure that (57) and
(58) also hold for continuous time indices.
Theses regularity conditions are rather flexible as we will now explain.
Absolutely continuous integral operators arise in a natural way in discrete time set-

tings [19,20, 26, 29] and in the analysis of continuous time elliptic diffusion absorption
models [42–45]. In connection to this, two-sided estimates for stable-like processes are
provided in [46–49]. Two sided Gaussian estimates can also be obtained for some
classes of degenerate diffusion processes of rank 2, that is when the Poisson brackets of
the first order span the whole space [50]. This class of diffusions includes frictionless
Hamiltonian kinetic models.
Diffusion density estimates can be extended to sub-Markovian semigroups using the

multiplicative functional methodology developed in [27]. Whenever the trajectories of
these diffusion flows, say t 7!XtðxÞ, where x 2 E is the initial position, are absorbed on
the smooth boundary @E of an open connected domain E, for any s > 0 the densities
qsðx, yÞ of the sub-Markovian semigroup Qs (with respect to the trace of the Lebesgue
measure on E) associated with the non-absorption event are null at the boundary.
Nevertheless, whenever these densities are positive and continuous on the open set E2

for some s > 0, they are uniformly positive and bounded on any compact subset of E;
thus condition (56) is satisfied.
In this context, whenever T(x) stands for first exit time from E and TrðxÞ the first

exit time from the compact level set VðrÞ � E starting from x 2 VðrÞ, for any d 2 ½0, s�
and rþ > r we have the estimate
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Qdð1VðrþÞÞðxÞ :¼ E 1VðrþÞðXdðxÞÞ 1TðxÞ>d
� �

PP TrþðxÞ > d
� �

PP TrþðxÞ > s
� �

:

In this context, we have

inf
x2VðrÞ

P TrþðxÞ > s
� �

> 0 ) inf
d2 0, s½ �

inf
VðrÞ

Qdð1ÞP inf
d2 0, s½ �

˚r, rþðdÞ > 0: (59)

Whenever the interior Eþ :¼ VðrþÞ
�
is a connected domain, the l.h.s. estimate in (59)

is met as soon as the sub-Markovian semigroup Qþ
s associated with the non-absorption

event at the boundary @Eþ has a strictly positive continuous density ðx, yÞ 2
E2þ 7! qþs ðx, yÞ: To check this claim, observe that for any x 2 VðrÞ we have

P TrþðxÞ > s
� �

¼ Qþ
s ð1ÞðxÞPQþ

s ð1VðrÞÞðxÞ ¼
ð

qþs ðx, yÞ 1VðrÞðyÞ �sðdyÞ

P �sðVðrÞÞ inf
VðrÞ2

qþs > 0:

It is out of the scope of this article to review the different classes of absolutely con-
tinuous operators and related two-sided Gaussian estimates arising in the analysis of
continuous time elliptic diffusion and particle absorption models. For a more thorough
discussion on this topic we refer to the series of reference pointers presented above.
Needless to say that the design of Lyapunov functions is a crucial and challenging prob-

lem in the stability analysis of positive semigroups. We have chosen to concentrate our
review on presenting practical and general principles for designing Lyapunov functions.

3.2. Time homogenous models

For time homogeneous models we use the notation

ðUt ,Qt, �QtÞ :¼ ðU0, t ,Q0, t, �Q0, tÞ:

As expected for time homogeneous semigroups a variety of results follow almost
immediately from the estimates obtained in Theorem 3.1. Following [23] (cf. for
instance Sections 4.1 and 4.3), these results include the existence of a unique leading
Eigen-triple

ðq, g1, hÞ 2 ðR� PVðEÞ � B0,VðEÞÞ with g1ðhÞ ¼ 1 (60)

in the sense that for any t 2 T we have

QtðhÞ ¼ eqt h and g1Qt ¼ eqt g1 or equivalently Utðg1Þ ¼ g1: (61)

The Eigen function h is sometimes called the ground state and the fixed point meas-
ure g1 the quasi-invariant measure. For any x 2 E we also have the product series for-
mulation

0 < hðxÞ :¼
Y
nP 0

1þ e�qs UnsðdxÞðQsð1ÞÞ � Unsðg1ÞðQsð1ÞÞ½ �
� �

:

In this context, choosing ðl,HÞ ¼ ðg1, hÞ in (58), we readily check that

Tg1, h
s, sþt ðf Þ ¼ Tðf Þ :¼ h

g1ðhÞ g1ðf Þ and jjje�qt Qt � TjjjV 6 chðg1Þ e�bt:

STOCHASTIC ANALYSIS AND APPLICATIONS 25



In terms of the Boltzmann-Gibbs transformation Wh introduced in (6), for any g 2
PVðEÞ we have the conjugate formulae

WhðUtðgÞÞ ¼ WhðgÞPh
t (62)

with the Doob h-transform of Qt defined by the Markov semigroup

Ph
t : f 2 BVhðEÞ 7!Ph

t ðf Þ :¼ e�qt 1
h

Qtðhf Þ 2 BVhðEÞ:

Observe that

g1 ¼ Utðg1Þ () gh1 :¼ Whðg1Þ ¼ gh1Ph
t :

The Markov semigroup Ph
t is sometimes called the transition semigroup of the h-pro-

cess, a.k.a. the process evolving in the ground state.
We further assume that Qt is a sub-Markov semigroup of self-adjoint operators on

L2ð�Þ with respect to some locally finite measure � on E. In addition, there exists an
orthonormal basis ðunÞnP 1 associated with a decreasing sequence of eigenvalues qn 6 0
such that

Qtðx, dyÞ ¼
X
nP 1

eqnt unðxÞ unðyÞ �ðdyÞ: (63)

In this context, the formulae (61) are satisfied with the parameters

ðq, hÞ ¼ ðq1,u1Þ and g1ðdxÞ ¼ Whð�ÞðdxÞ :¼
1

�ðhÞ hðxÞ �ðdxÞ:

Note that in this case h has unit norm �ðh2Þ ¼ 1: The spectral resolution (63) yields
for any tP 0 and f 2 L2ð�Þ the following decomposition

e�qtQtðf ÞðxÞ �
hðxÞ
g1ðhÞ g1ðf Þ ¼

X
nP 2

eq
h
nt unðxÞ �ðunf Þ with qhn ¼ qn � q1: (64)

This yields the following result.

Proposition 3.2. For any time horizon tP 0 and any f 2 L2ð�Þ we have the exponential
estimates 				e�qtQtðf Þ �

h
g1ðhÞ g1ðf Þ

				
L2ð�Þ

6 eq
h
2t �ðf 2Þ � �ðhf Þ2
� �1=2

: (65)

Whenever Qt is a positive semigroup of self-adjoint operators on L2ð�Þ the Doob h-
transform Ph

t is a semigroup of self-adjoint operators on L2ðgh1Þ and we have the fol-
lowing spectral decomposition

Lemma 3.3. For any tP 0 and f 2 L2ðgh1Þ we have

Ph
t ðx, dyÞ ¼ gh1ðdyÞ þ

X
nP 2

eknt hnðxÞ hnðyÞ gh1ðdyÞ (66)

with the L2ðgh1Þ orthonormal basis ðhnÞnP 2 defined for any nP 2 by
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hn :¼ un=h and kn ¼ qn � q1 < 0 and gh1 ¼ Wh2ð�Þ:

Note that the density of the integral operator Ph
t ðx, dyÞ w.r.t. gh1ðdyÞ is given by

pht ðx, yÞ ¼ e�q1t
qtðx, yÞ
hðxÞhðyÞ ¼ 1þ

X
nP 2

eknt hnðxÞ hnðyÞ: (67)

We further assume that h 2 B0ðEÞ and Ph
t is ultra contractive, in the sense that for

any t> 0 we have

jjjPh
t jjjL2ðgh1Þ 7!L1ðgh1Þ ¼ e�q1t sup

ðx, yÞ2E2

qtðx, yÞ
hðxÞhðyÞ ¼ sup

ðx, yÞ2E2
pht ðx, yÞ < 1: (68)

Proposition 3.4. Assume that �ðEÞ < 1 and h 2 B0ðEÞ. In addition, for any t> 0 (68)

holds and the mapping x 7!
Ð

pht ðx, yÞ �ðdyÞ is upper semi-continuous and locally lower
bounded. In this situation, the function V :¼ 1=h 2 B1ðEÞ and for any t> 0 we have
QtðVÞ=V 2 B0ðEÞ. In addition, for any t> 0 we have

QtðVÞ=V 6 ct=V
2 2 B0ðEÞ: (69)

3.3. Sub-Markov semigroups

Sub-Markov semigroups are prototype-based models of positive integral operators. In
time homogeneous settings, these stochastic models are defined in terms of a stochastic
flow XtðxÞ evolving on some metric Polish space ðE, dÞ, some non-negative absorption
potential function U on some non-necessarily bounded Borel subset E � E: For a given
x 2 E we denote by T(x) the exit time of the flow XtðxÞ from E.

We associate with these objects, the sub-Markov semigroup Q½U�
t defined for any f 2

BbðEÞ and x 2 E by

Q U½ �
t ðf ÞðxÞ ¼ E f ðXtðxÞÞ 1TðxÞ>t exp �

ðt
0
UðXsðxÞÞds

 ! !
: (70)

The above model can be interpreted as the distribution of a stochastic flow evolving
in an absorbing medium with hard and soft obstacles. Before killing, the flow starts at
x 2 E and evolves as XtðxÞ: Then, it is killed at rate U or as soon as it exits the set E.
In the case E ¼ E, the flow cannot exit the set E and it is only killed at rate U. This
situation is sometimes referred a sub-Markov semigroup with soft obstacles represented
by the absorbing potential function U on E. When the flow may exit the set E � E, the
complementary subset C :¼ E � E is interpreted as a hard obstacle, a.k.a. an infinite
energy barrier.
We illustrate the V-positive semigroup analysis developed in this article through three

typical examples of solvable sub-Markov semigroups arising in physics and applied
probability.
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3.3.1. The harmonic oscillator
Consider the case E ¼ E ¼ R, and let XtðxÞ ¼ BtðxÞ be a Brownian motion starting at

x 2 R and let UðxÞ ¼ x2=2: In this situation, the semigroup Q½U�
t ¼ Qt defined in (70)

coincides with the one dimensional harmonic oscillator. For any t> 0, the integral oper-
ator Qt has a continuous density w.r.t. the uniform measure � on E given by

qtðx, yÞ ¼
X
nP 1

eqnt unðxÞunðyÞ (71)

with the L2ð�Þ orthonormal basis Eigen states

unðxÞ ¼ ð2n�1ðn� 1Þ!
ffiffiffi
p

p
Þ�1=2 e�x2=2

Hn�1ðxÞ

associated with the eigenvalues

qn ¼ �ðn� 1=2Þ and the Hermite polynomials HnðxÞ ¼ ð�1Þn ex
2
@ne�x2 :

In this context, the Eigen state associated with the top eigenvalue q ¼ q1 ¼ �1=2 is
given by the harmonic function

hðxÞ ¼ u1ðxÞ ¼ p�1=4 e�x2=2: (72)

The spectral resolution of integral operator Ph
t ðx, dyÞ and its density pht ðx, yÞ with

respect to the invariant measure

gh1ðdyÞ ¼ 1ffiffiffi
p

p e�y2 dy

are given as in (66) and (67) with L2ðgh1Þ orthonormal basis defined for any nP 2 by

hn ¼ ð2n�1ðn� 1Þ!Þ�1=2
Hn�1 and qhn ¼ qn � q1 ¼ �ðn� 1Þ:

In this context, the h-process is given by the Ornstein-Uhlenbeck diffusion

dXh
t ðxÞ ¼ @ log hðXh

t ðxÞÞ dt þ dBt ¼ �Xh
t ðxÞ dt þ dBt: (73)

In the above display, Bt ¼ Btð0Þ stands for the one dimensional Brownian motion
starting at the origin. The conjugate formula

Qtðhf Þ=QtðhÞ ¼ Ph
t ðf Þ () Qtðf Þ ¼ eqth Ph

t ðf =hÞ (74)

yields the following proposition.

Proposition 3.5. For any time horizon tP 0 we have

Qtðx, dyÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

coshðtÞ
p exp � x2

2
pt

� �
1ffiffiffiffiffiffiffiffiffi
2ppt

p exp �ðy �mtðxÞÞ2

2pt

 !
dy

with the mean and variance parameters ðmtðxÞ, ptÞ defined by

mtðxÞ ¼ x=coshðtÞ and pt ¼ tanhðtÞ:

The proof of the above proposition is a direct consequence of the conjugate formula
(74), thus it is provided in the appendix, on page 78.
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Choosing VðxÞ ¼ 1þ jxjn, for some nP 1, we readily check that

V 2 C1ðEÞ and QtðVÞ=V 6 vt Qtð1Þ 2 C0ðEÞ (75)

where vt is a constant depending only on t.

3.3.2. The half-harmonic oscillator
Consider the case E ¼�0,1½� E ¼ R, and let XtðxÞ ¼ BtðxÞ be a Brownian motion

starting at x 2 E and let UðxÞ ¼ x2=2: In this situation, the semigroup Q½U�
t ¼ Qt

defined in (70) coincides with the harmonic oscillator with an infinite barrier at the ori-
gin @E ¼ f0g (a.k.a. the half-harmonic oscillator). Using the fact that

ex
2=2 1

2
@2 e�x2=2 ¼ UðxÞ � 1=2

by an exponential change of probability measure (cf. for instance Section 18.3 in [30])
we have the conjugate formula

Qtðf ÞðxÞ ¼ e�t=2 e�x2=2
E f ðYtðxÞÞ eYtðxÞ2=2 1TY ðxÞ>t


 �
with the Ornstein-Uhlenbeck diffusion

dYtðxÞ ¼ �YtðxÞ dt þ dBt

and TYðxÞ :¼ inf tP 0 : YtðxÞ 2 @E
� �

with @E ¼ f0g:
(76)

Note that the stochastic flow YtðxÞ coincides with the h-process of the harmonic
oscillator discussed in (73). Thus, by reflection arguments we have

QY
t ðf ÞðxÞ : ¼ E f ðYtðxÞÞ 1TY ðxÞ>t

� �
¼ E f ðBrtð�txÞÞ 1Tð�txÞ>t

� �
¼
ð1
0

f ðyÞ qYt ðx, yÞ dy with qYt ðx, yÞ :¼ ðrtðx, yÞ � rtðx, � yÞÞ:

In the above display, ð�t, rtÞ stands for the parameters

�t , rtð Þ :¼ e�t ,

ffiffiffiffiffiffiffiffiffiffiffiffi
1� �2t
2

r !
and rtðx, yÞ ¼

1ffiffiffiffiffiffiffiffiffiffi
2pr2t

p exp � 1
2r2t

y� �txð Þ2
� �

:

This yields the following proposition.

Proposition 3.6. For any t> 0 and x 2 E the normalized semigroup �Qt defined in (53) is
given by

�Qtðx, dyÞ ¼
sinhðy mtðxÞÞ

P 06Z6mtðxÞ=
ffiffiffiffi
pt

p� � � 1ffiffiffiffiffiffiffiffiffi
2ppt

p exp � y2 þmtðxÞ2

2pt

 !
�ðdyÞ:

In the above display, �ðdyÞ :¼ 1½0,1½ðyÞ dy stands for the trace of the Lebesgue measure
on the half-line, Z is a centered Gaussian variable with unit variance and ðmtðxÞ, ptÞ are
the mean and variance parameters defined in Proposition 3.5. In addition, the total mass
function Qtð1ÞðxÞ is given by the formula
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Qtð1ÞðxÞ ¼ 2
e�

x2
2 ptffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

coshðtÞ
p � P 06Z6mtðxÞ=

ffiffiffiffi
pt

p� �
2 C0ðEÞ:

The proof of the above proposition follows the same lines of arguments as the proof
of Proposition 3.5; it is provided in the appendix, on page 79.
Choosing VðxÞ ¼ xn þ 1=x, for some nP 1, we readily check that

V 2 C1ðEÞ and QtðVÞ=V 6 ct=V 2 C0ðEÞ: (77)

The proof of the above estimate follows elementary but lengthly calculations, thus it
is provided in the appendix on page 81.
For any t> 0, the integral operator Qt has a continuous density w.r.t. the uniform

measure � on E given by

qtðx, yÞ ¼
X
nP 1

eqnt unðxÞ unðyÞ

with the L2ð�Þ orthonormal basis Eigen states

unðxÞ ¼
ffiffiffi
2

p
ð22n�1ð2n� 1Þ!

ffiffiffi
p

p
Þ�1=2 e�x2=2

H2n�1ðxÞ

associated with the eigenvalues

qn ¼ �ðð2n� 1Þ þ 1=2Þ:

In this context, the Eigen state associated with the top eigenvalue q ¼ q1 ¼ �3=2 is
given for any x 2�0,1½ by the harmonic function

hðxÞ ¼ u1ðxÞ ¼ 2p�1=4 x e�x2=2 ¼ h0ðxÞ H1ðxÞ

with the ground state h0 of the harmonic oscillator discussed in (72). Note that h coin-
cides with the restriction on �0,1½ of the first excited state of the harmonic-oscillator
(negative on � �1, 0� and crossing the origin at x¼ 0).
The spectral resolution of integral operator Ph

t ðx, dyÞ and its density pht ðx, yÞ with
respect to the invariant measure

gh1ðdyÞ ¼ 4ffiffiffi
p

p y2 e�y2 1�0,1 ðyÞ dy


are given for any x, y 2�0,1½ as in (66) and (67) with L2ðgh1Þ orthonormal basis
defined for any nP 2 and x 2�0,1½ by the odd Hermite functions

hnðxÞ ¼ ð22nð2n� 1Þ!Þ�1=2
H2n�1ðxÞ=x and qhn ¼ �2ðn� 1Þ:

In this context, the h-process is given by the diffusion

dXh
t ðxÞ ¼ @ log hðXh

t ðxÞÞ dt þ dBt ¼
1

Xh
t ðxÞ

� Xh
t ðxÞ

� �
dt þ dBt: (78)

3.3.3. The Dirichlet heat kernel
Let XtðxÞ ¼ BtðxÞ be a Brownian motion starting at x 2 E :¼�0, 1½� E :¼ R and T(x) be
the first time tP 0 the process BtðxÞ 2 @E :¼ f0, 1g: Choosing U¼ 0 in (70), the
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semigroup Q½U�
t ¼ Qt takes the following form

Qtðf ÞðxÞ :¼ Eðf ðBtðxÞÞ 1TðxÞ>tÞ:

For any t> 0, the integral operator Qt has a continuous density w.r.t. the uniform
measure � on E given by the Dirichlet heat kernel

qtðx, yÞ ¼
X
nP 1

eqnt unðxÞunðyÞ (79)

with the L2ð�Þ orthonormal basis Eigen states

unðxÞ ¼
ffiffiffi
2

p
sin ðnpxÞ associated with the eigenvalues qn ¼ �ðnpÞ2=2:

In this context, the Eigen state hðxÞ ¼ u1ðxÞ ¼
ffiffiffi
2

p
sin ðpxÞ associated with the top

eigenvalue q ¼ q1 ¼ �p2=2 is strictly positive except at the boundary {0, 1}. By remov-
ing the boundary, the semigroup Ph

t of the process evolving in the ground state h(x) on
the open interval E is a self-adjoint operators on L2ðgh1Þ with

gh1ðdxÞ ¼ h2ðxÞ �ðdxÞ ¼ 2 sin 2ðpxÞ 1EðxÞ dx:

In addition, we have the spectral decomposition (66) with the L2ðgh1Þ orthonormal
basis Eigen states

hnðxÞ :¼ sin ðnpxÞ= sin ðpxÞ
associated with the eigenvalues

kn ¼ �p2ðn2 � 1Þ=2 < 0:

Our next objective is to estimate the density pht ðx, yÞ of the integral operator Ph
t ðx, dyÞ

w.r.t. gh1 defined in (67). Recalling that j sin ðnyÞj6 nj sin ðyÞj, for any nP 1 and y 2
R, for any x 2 E we have the diagonal estimate

pht ðx, xÞ � 1 ¼
X
nP 2

eq
h
nt hnðxÞ2

with

hnðxÞ2 ¼
sin ðnpxÞ
sin ðpxÞ

� �2

6 n2 so that condition ð68Þ is satisfied:

Observe that the function

V : x 2 E 7!VðxÞ :¼
ffiffiffi
2

p
=hðxÞ 2 1,1½


is locally bounded with compact level sets given for any 0 < �6 1 by the formulae

K� :¼ fx 2 �0, 1 : VðxÞ6 1=�g ¼ fx : sin ðpxÞP �g � E:½

In any dimension we can use the intrinsic ultracontractivity to produce a Lyapunov
function V. Let E be a bounded domain of Rn for some n � 1 and assume that it is a
C1, a domain for some a > 0: Denote by qtðx, yÞ the Dirichlet heat kernel on E. By [51]
one has

qtðx, yÞ � ct dðx, @EÞdðy, @EÞ
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for some constant ct independent on x and y. Here dðx, @EÞ denotes the distance from x
to the boundary of E. Set VðxÞ ¼ 1

dðx, @EÞ : The above intrinsic ultracontractivity implies

QtðVÞðxÞ ¼
ð
E
qtðx, yÞVðyÞdy � ctjEj dðx, @EÞ

which in turn gives QtðVÞ=V � ctjEj=V2 2 B0ðEÞ, where jEj stands for the volume of
the bounded set E.

4. Lyapunov design principles

The aim of this section is to present some general principles to construct Lyapunov
functions for positive semigroups. Section 4.1 provides equivalent formulations of the
Lyapunov condition in (8) encountered in the literature in terms of exhausting sequen-
ces of compact level sets. This section also presents simple ways to design Lyapunov
functions for sub-Markov semigroups on normed spaces in terms of their generators.
Section 4.2 presents some principles to construct Lyapunov functions for positive semi-
groups dominated by semigroups with known Lyapunov functions. Section 4.3 is dedi-
cated to the design of Lyapunov functions for conjugate semigroups. All the principles
discussed in this section are illustrated in Section 6 as well as in Section 7 in the context
of conditional diffusions.

4.1. Foster-Lyapunov conditions

For time homogeneous models Qs, sþt :¼ Qt , the l.h.s. condition in (8) takes the form
QsðVÞ=V 6Hs 2 B0ðEÞ: In terms of the compact sets K� :¼ fHsP �g, the l.h.s
Lyapunov condition in (8) yields for any s > 0 the estimate

QsðVÞðxÞ6 � VðxÞ þ 1K�
ðxÞ c� (80)

for any � > 0 with the parameter c� :¼ supK�
ðVHsÞ < 1: This implies that for any

nP 1 we have

QsðVÞðxÞ6 �n VðxÞ þ 1K�n
ðxÞ c�n (81)

where K�n � E stands for some increasing sequence of compacts sets and c�n some finite
constants, indexed by a decreasing sequence of parameters �n 2 ½0, 1� such that �n ! 0
as n ! 1: In the reverse angle, assume that QsðVÞ=V is locally lower bounded and
lower semicontinuous. In this situation, condition (81) ensures that QsðVÞ=V 2 B0ðEÞ
for any s > 0: Indeed, for any d > 0, there exists some nP 1 such that �n < d and we
have

fQsðVÞ=VP dg � fQsðVÞ=V > �ng � K�n :

Since fQsðVÞ=VP dg is a closed subset of a compact set it is also compact.
More generally, whenever (81) is met for some exhausting sequence of compact sets

K�n , in the sense that for any compact subset K � E there exists some nP 1 such that
K � K�n we have
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inf
K

QsðVÞ=VP inf
K�n

QsðVÞ=VP �n:

This ensures that the function QsðVÞ=V is necessarily locally lower bounded. In this
situation, we have QsðVÞ=V 2 B0ðEÞ as soon as QsðVÞ=V is lower semicontinuous.
Notice that the sub-level set VðrÞ :¼ fV 6 rg of the Lyapunov function V 2 B1ðEÞ

and the �-super-level sets K� :¼ fHsP �g of Hs 2 B0ðEÞ are equivalent compact
exhausting sequences, in the sense that for any rP 1 we have

VðrÞ � K�r � Vðr�Þ with �r :¼ inf
VðrÞ

Hs and r� :¼ sup
K�r

V:

Whenever E is a locally compact Polish space, the abstract sequence Cn :¼ K�n in (81)
is automatically exhausting; that is, we have that E ¼ [nP 0Cn with Cn is included in
the interior C

�

nþ1 of the compact set Cnþ1: To check this claim, observe that for any
nP 1 there exists some mnP n such that

Cn � fHsP inf
Cn

Hg � Cmn � fHsP inf
Cmn

Hg:

Thus, the exhausting sequence Cn is equivalent to the one defined by the super-level
sets of Hs:

The rather abstract condition (81) is often presented in the literature as an initial
condition to check on a case-by-case basis to analyze the stability property of time
homogenous sub-Markov semigroups (see for instance [52,53], as well as Section 17.5
in [30] in the context of Markov semigroups and the references therein).
We end this section with a brief discussion on condition (81) in the context of

the sub-Markov semigroup discussed in (70). Note that this semigroup can be turned
into a Markov semigroup by sending the killed process into a cemetery state, say D,
at the killing time. In this interpretation, functions on E are extended to ED ¼
E [ fDg by setting f ðDÞ ¼ 0: More interestingly, whenever E is locally compact its
topology coincides with the weak topology induced by C0ðEÞ :¼ B0ðEÞ \ CbðEÞ, and
inversely (cf. Proposition 2.1 in [54]). In this context a continuous function f van-
ishes at infinity if and only if its extension to the one point compactification (a.k.a.
Alexandroff compactification) ED :¼ E [ fDg (obtained by setting f ðDÞ ¼ 0) is con-
tinuous. For locally compact spaces, we also recall that the one point extension ED is
compact.

Whenever it exists, the generator LU of these sub-Markov semigroups Q½U�
t are

defined on domain of functions DðLUÞ � B0ðEÞ: As expected, the analysis of this class
of models in terms of generators often requires developing a sophisticated analysis
taking into account the topological structure of the set E. To the best of our know-
ledge, there is no simple sufficient condition to check (81) in terms of these
generators.
The situation is greatly simplified for sub-Markov semigroups with soft obstacles.

When E ¼ E is a locally compact normed space ðE, jj:jjÞ we let L be the generator of

the flow XtðxÞ: In this situation, the generator of the sub-Markov semigroup Q½U�
t is

given by LU ¼ L� U: We further assume that L and LU are defined on some common
domain DðLÞ � BðEÞ:
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Lemma 4.1 ([52]). Let V ,V0 2 DðLÞ be a couple of functions such that V ,V0 P 1 and

VðxÞ!jjxjj!11 and VðxÞ=V0ðxÞ!jjxjj!11: (82)

In this situation, condition (81) is satisfied as soon as there exists some finite constant
c0 < 1 such that

LUðV0Þ=V0 6 c0 and LUðVÞðxÞ=VðxÞ!jjxjj!1 �1: (83)

Note that in this context, the compact sets in (81) are given for some sufficiently
large radii r� > 0 by the closed balls:

K� ¼ �Bð0, r�Þ :¼ fx 2 E : jjxjj6 r�g: (84)

4.2. Semigroup domination

For a given pP 1 we clearly have

V 2 B1ðEÞ () Vp 2 B1ðEÞ and BV1=pðEÞ � BVðEÞ � BVpðEÞ:

We say that a V-positive semigroup Qs, t is p-dominated by a collection of integral
operators Qs, t on BVpðEÞ and we write Q	pQ as soon as for any non-negative function
f 2 BVðEÞ and any s6 t we have

Qs, tðf Þ6 ct�sðpÞ Qs, tðf pÞ1=p:

To simplify notation, when p¼ 1 we write Q 	 Q instead of Q	1Q: Observe that

Q	pQ ) 8s6 t ðQs, tðVÞ=VÞp6 ct�sðpÞp Qs, tðVpÞ=Vp:

This yields for any s > 0 and hs 2 B0ðEÞ the Lyapunov estimate

Qs, sþsðVpÞ=Vp6 hps ) Qs, sþsðVÞ=V 6 cs hs: (85)

We illustrate the above domination property with the Langevin diffusion flow

XðaÞ
t ðzÞ ¼ ðXtðzÞ,YtðzÞÞ 2 ðRn � R

nÞ starting at z ¼ ðx, yÞ 2 ðRn � R
nÞ and defined by

the hypo-elliptic diffusion

dXtðzÞ ¼ YtðzÞ=m dt

dYtðzÞ ¼ aðXtðzÞÞ � cXtðzÞ � bYtðzÞ=mð Þ dt þ r dBt:
(86)

In the above display, r, c, b,m > 0 stands for some parameters and a some Lipschitz

function on R
n, with nP 1: Notice that when a¼ 0, the flow Xð0Þ

t ðzÞ resumes to an
hypo-elliptic Ornstein-Ulhenbeck on R

2n: Consider a bounded open connected domain
D � R

n and set

8z 2 E :¼ D� R
n TðaÞðzÞ :¼ inf tP 0 : XðaÞ

t ðzÞ 2 @E
n o

:

We associate with these objects, the sub-Markov semigroup defined for any f 2
BbðEÞ and z ¼ ðx, yÞ 2 E by

QðaÞ
t ðf ÞðzÞ :¼ E f ðXðaÞ

t ðzÞÞ 1TðaÞðzÞ>t


 �
:
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In this situation, we have

sup
D

a < 1 ) 8p > 1 QðaÞ	pQð0Þ: (87)

The proof of the above assertion is a direct consequence of Girsanov’s theorem and
H€older’s inequality. For the convenience of the reader, a detailed proof is provided in
the appendix on page 83.
To emphasize the role of the absorption in sub-Markov semigroups we return to the

class of models discussed in (70). We let Pt be the free evolution Markov semigroup

associated with the stochastic flow XtðxÞ: Assume that Q½U�
t ð1Þ 2 B0ðEÞ and

jjQ U½ �
t ðVÞ=Vjj < 1 for some t > 0 and V 2 B1ðEÞ: (88)

Applying H€older’s inequality and choosing Vp :¼ V1=p 2 B1ðEÞ with p> 1 we readily
check the estimate

Q U½ �
t ðVpÞ=Vp 6 ctðpÞ Q U½ �

t ð1Þ1�1=p 2 B0ðEÞ: (89)

The next lemma provides several practical conditions to check the uniform estimate
(88) for sub-Markov semigroups associated with soft obstacles.

Lemma 4.2. Consider the sub-Markov semigroup discussed in (70) when E ¼ E is a
locally compact normed space ðE, jj:jjÞ. Assume that the generators L and LU of the flows

Pt and Q½U�
t are defined on some common domain DðLÞ � BðEÞ. In this situation, for any

V 2 B1ðEÞ \ DðLÞ and parameter a> 0 we have

LUðVÞ6� aV þ c ) 8tP 0 jjQ U½ �
t ðVÞ=Vjj < 1: (90)

Whenever U 2 B1ðEÞ \ DðLÞ, for any a0 P 0 and a1 2 R we have

LðUÞ6 a0 þ a1U ) 8tP 0 jjQ U½ �
t ðUÞjj < 1: (91)

The proof of the above lemma follows essentially the same lines of arguments as the
proof of Lemma 4.1; thus it is provided in the appendix, on page 82.
Whenever E ¼ E and the absorption potential function U is bounded, we have P 	

Q½U� 	 P: In this context, there is no hope to have that Q½U�
t ð1Þ 2 B0ðEÞ for some t> 0.

Nevertheless, for any V 2 B1ðEÞ and any time horizon t> 0 we have

Q U½ �
t ðVÞ=V 2 B0ðEÞ () PtðVÞ=V 2 B0ðEÞ:

In this situation, the design of Lyapunov functions V satisfying (8) or equivalently
Foster-Lyapunov conditions of the form (81) is equivalent to the problem of finding a
Lyapunov function for the Markov semigroup Pt.
Whenever Pt is stable, in the sense that it has a Lyapunov V 2 B1ðEÞ such that

PtðVÞ=V 2 B0ðEÞ for some t> 0, then the domination property Q½U� 	 P yields auto-

matically a Lyapunov function for Q½U�
t :

Whenever Pt is not necessarily stable but we have jjPtðVÞ=Vjj < 1 for some t> 0
and V 2 B1ðEÞ, applying (89) the domination property Q½U� 	 P ensures that for any
p> 1 we have Vp :¼ V1=p 2 B1ðEÞ and
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Q U½ �
t ð1Þ 2 B0ðEÞ ) Q U½ �

t ðVpÞ=Vp 2 B0ðEÞ:

Last, but not least, note that the above discussion extends without difficulties to time
varying models.

4.3. Some conjugacy principles

For any given V 2 B1ðEÞ, observe that for any positive function H,

H 2 B0,VðEÞ () VH :¼ V=H 2 B1ðEÞ:

Thus, Qt is a V-positive semigroup on BVðEÞ if and only if the H-conjugate semi-

group QH
t ðf Þ :¼ QtðfHÞ=H is a VH-positive semigroup on BVH ðEÞ: In this situation, any

semigroup Q 	 QH dominated by QH yields for any sP 0 and t> 0 the Lyapunov esti-
mate

Qs, sþtðVHÞ=VH 6 ct QtðVÞ=V 2 B0ðEÞ:

To get one step further, observe that

QtðVÞ=V ¼ Qtð1Þ �QtðVÞ=V:

In this notation, for any H 2 B0,VðEÞ and any V-positive semigroup Qt on BVðEÞ
such Qtð1Þ 2 B0ðEÞ and jjj �QtjjjV < 1 we have

Q 	 QH ) Qs, sþtðVHÞ=VH 6 ct Qtð1Þ 2 B0ðEÞ: (92)

We illustrate the above comparison principles with an elementary example. Let E :¼
R and W 2 B1ðRÞ be some non-negative function. Consider the stochastic flow XW

t ðxÞ
of a one-dimensional Langevin diffusion on E with generator

Lðf Þ ¼ 1
2

e2W@ e�2W@f
� �

: (93)

We associate with a given open connected interval E � E, the sub-Markov semigroup
Qt on BbðEÞ defined by

Qtðf ÞðxÞ :¼ Eðf ðXW
t ðxÞÞ 1TW

@EðxÞ>tÞ with TW
@EðxÞ :¼ inf tP 0 : XW

t ðxÞ 2 @E
� �

:

(94)

Observe that

H :¼ e�W ) U :¼ H�1 1
2

@2H ¼ 1
2

ð@WÞ2 � @2W
� �

: (95)

When W¼ 0 the flow X0
t ðxÞ ¼ BtðxÞ coincides with the Brownian flow BtðxÞ starting

at x. Thus, by a change of probability we check that

Qt ¼ QH
t with Qtðf ÞðxÞ :¼ E f ðBtðxÞÞ 1T0

@EðxÞ>t e�
Ð t

0
UðBsðxÞÞ ds

� �
: (96)

Whenever E ¼�0, 1½ the semigroup Qt is dominated by the Dirichlet heat kernel on
�0, 1½ discussed in Section 3.3.3. When E ¼ R, respectively E ¼�0,1½, and UðxÞP cþ
1 x2=2, for some c < 1 and 1 > 0, the semigroup Qt is dominated by the harmonic
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oscillator discussed in Section 3.3.1, respectively the half-harmonic oscillator discussed
in Section 3.3.2. All of these dominating semigroups are completely solvable with
Qtð1Þ 2 B0ðEÞ and known Lyapunov functions.

5. Boundary problems

Let ðE, dÞ be a locally compact Polish space with a distinguished complete metric d :

ðx, yÞ 2 E2 7! dðx, yÞ 2 Rþ: We recall that these metric spaces are complete r-compact
and locally compact metric spaces, thus they have the Heine-Borel property, that is each
closed and bounded subsets in E are compact.
We also recall that a subspace E � E is Polish if and only if it is the intersection of a

countable collection of open subsets. The distance from x 2 E to a measurable subset
A � E is denoted by

dðx,AÞ :¼ inf dðx, yÞ : y 2 A
� �

:

We also denote by @E :¼ �E � E
�
the boundary of some domain (open and connected)

E � E, where �E and E
�
stand for the closure and the interior of a subset E.

In the further development of the article, v stands for some decreasing positive func-
tion v on �0,1½ such that for any 0 < a < 1 we have

lim
a!0

vðaÞ ¼ þ1 vðaÞ < 1=a and �vðaÞ :¼
ða
0
vðuÞdu < 1:

Definition 5.1. We associate with v the function V@ 2 CðEÞ defined by

V@ : x 2 E 7! V@ðxÞ :¼ vðdðx, @EÞÞ 2 �0,1½: (97)

For instance, we can choose vðuÞ ¼ 1=u1��, for some � 2�0, 1½: For any r> 0 the r-
sub-level sets of V@ are given by the closed subsets

V@ðrÞ :¼ fx 2 E : V@ðxÞ6 rg ¼ fx 2 E : dðx, @EÞP v�1ðrÞg:

Note that V@ 2 C1ðEÞ as soon as �E is compact.

5.1. Bounded domains

Let E � E :¼ R
n be some bounded domain with locally Lipschitz boundary @E, for

some nP 1: Consider a semigroup of integral operators

Qtðx, dyÞ ¼ qtðx, yÞ dy (98)

having for any t> 0 a bounded density ðx, yÞ 2 E2 7! qtðx, yÞ 2 ½0,1½ w.r.t. the trace of
the Lebesgue measure �ðdyÞ ¼ dy on E. In this situation, we have the following lemma.

Lemma 5.2. For any t> 0 we have

V@ 2 C1ðEÞ and jjQtðV@Þjj6ct

ð
E
vðdðx, @EÞÞ dx < 1: (99)
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The proof of the above lemma follows from an elementary change of variable formulae,
thus it is provided in the appendix, on page 83.

The estimate (99) clearly applies to the class of sub-Markov semigroups Q½U�
t defined

in (70) for any choice of the absorption potential function, as soon as the semigroup
Q½U� 	 Q is dominated by a collection of integral operators Qtðx, dyÞ having a bounded
density qtðx, yÞ on E2 w.r.t. the Lebesgue measure on E. For instance, when the transi-
tion semigroup of the free evolution flow XtðxÞ in (70) has a density ptðx, yÞ for any
non negative function f on E and any x 2 E we have

Q U½ �
t ðf ÞðxÞ6

ð
qtðx, yÞ f ðyÞ dy with qtðx, yÞ :¼ ptðx, yÞ 1EðyÞ:

We summarize the above discussion with the following proposition.

Proposition 5.3. Assume that Q½U� 	 Q is dominated by a collection of integral operators
Qt satisfying (98). Then,

Q U½ �
t ðV@Þ=V@ 6 ct=V@ 2 B0ðEÞ:

The choice of the Lyapunov function V is clearly not unique. For instance, when E ¼
�0, 1½ instead of V@ we can choose VðxÞ :¼ 1=

ffiffiffi
x

p
þ 1=

ffiffiffiffiffiffiffiffiffiffiffi
1� x

p
: For the Dirichlet heat

kernel discussed in Section 3.3.3 we can also choose VðxÞ ¼ 1= sin ðpxÞ:
We emphasize that sub-Markov integral operators on the compact interval E ¼ ½0, 1�

with a positive continuous density w.r.t. the Lebesgue measure on E arise when the free
evolution process is reflected at both sides of the interval. In this context the process is
not conditioned by any type of non-absorption at the boundaries. In this context, the
unit function V¼ 1 belongs to B1ðEÞ: In the same vein, sub-Markov integral operators
with mixed boundary conditions on the left-closed interval E ¼ ½0, 1½, or respectively on
the right-closed interval E ¼�0, 1� arise when the free evolution process is reflected at
the Neumann boundary @NE :¼ f0g and non-absorbed at the Dirichlet boundary @DE ¼
f1g, or respectively reflected at @NE :¼ f1g and non-absorbed at @DE ¼ f0g:
More generally, consider a bounded domain X � R

n with Lipschitz boundary @X ¼
@DX [ @NX consisting of two disjoint connected components @DX and @NX closed in
R

n, and set E :¼ X [ @NX: In this notation, the function V@ðxÞ :¼ vðdðx, @DEÞÞ belongs
to C1ðEÞ: In addition, for any bounded density qtðx, yÞ on E2 we have the uniform
estimate ð

E
qtðx, yÞ V@ðyÞ dy6 ct

ð
E
V@ðyÞ dy < 1:

The above estimate also holds for the function V@ðxÞ ¼ vðdðx, @EÞÞ:

5.2. Unbounded domains

When the domain E is not bounded the function V@ 62 B1ðEÞ: In this context, one nat-
ural way to design a Lyapunov function V 2 B1ðEÞ is to consider an auxiliary function
VE 2 C1ðEÞ with VEðxÞP 1 for any x 2 E: In this situation, we have
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V :¼ V@ þ VE 2 C1ðEÞ:

To check this claim, observe that the sub-level sets of V@ are given by the closed sub-
sets

V@ðrÞ :¼ fV@ 6 rg ¼ fx 2 E : dðx, @EÞP v�1ðrÞg � E

and we have the compact inclusion

VðrÞ :¼ fV 6 rg � VEðrÞ \ V@ðrÞ with VEðrÞ :¼ fx 2 E : VEðxÞ6 rg:

This yields the following easily checked proposition.

Proposition 5.4. For any t> 0 we have

jjQtðV@Þjj�jjQtðVEÞjj < 1 ) QtðVÞ=V 6 ct=V 2 B0ðEÞ:

When Qtð1Þ 2 B0ðEÞ we also have

jj�QtðV@Þjj�jj�QtðVEÞ=VEjj < 1 ) QtðVÞ=V 6 ct Qtð1Þ 2 B0ðEÞ:

The design of a function VE is rather flexible. For instance, assume that �Q 	 P is
dominated by some Markov integral operators Pt on BbðEÞ such that jjPtðVEÞ=VEjj <
1 for some VE 2 B1ðEÞ: In this situation, we have jj�QtðVEÞ=VEjj < 1 as well as

jjVE Qtð1Þjj < 1 ) jjQtðVEÞjj < 1:

For instance, when Pt satisfies the sub-Gaussian estimates (43) on E ¼ R
n we can

choose VEðxÞ :¼ 1þ jjxjjk, for some kP 1, as soon as the function Qtð1ÞðxÞ!jjxjj!10

faster than jjxjj�k:

When the domain E and its boundary @E are both non-necessarily bounded, it may
happens that Qtð1Þ 2 B0ðEÞ but �QtðV@Þ 62 BbðEÞ: In this situation, we can use the fol-
lowing proposition.

Proposition 5.5. Assume there exists some VE 2 C1ðEÞ with VEðxÞP 1 for any x 2 E
and such that

jj�QtðV@Þ=VEjj�jj�QtðVEÞ=VEjj�jjQtð1ÞVEjj < 1:

Then we have

QtðVÞ=V 6 ct=V 2 B0ðEÞ:

Proof. Using the following decompositions

QtðV@Þ ¼ Qtð1ÞVE �QtðV@Þ=VE and QtðVEÞ ¼ Qtð1ÞVE �QtðVEÞ=VE

and applying Proposition 5.4 we have

jjQtðV@Þjj�jjQtðVEÞjj < 1 and therefore QtðVÞ=V 6 ct=V 2 B0ðEÞ:

This ends the proof of the proposition. �

The case Qtð1Þ 62 B0ðEÞ can also be handle whenever the pair ðV@ ,VEÞ can be chosen
so that
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8d > 0 V@ Vd
E 2 C1ðEÞ: (100)

For instance we can choose for some v> 0 and � 2�0, 1½ the functions

VEðxÞ :¼ exp ðvjjxjjÞ and vðuÞ :¼ 1=u1��:

Observe that

dðx, @EÞ6 jjxjj þ dð0, @EÞ and V@ðxÞP vðjjxjj þ ð1�dð0, @EÞÞÞ
and for any mP 0 and d > 0 we have

VEðxÞP cvðm, dÞ ð1þ jjxjjÞðmþ1Þ=d:

This implies that

VEðxÞdV@ðxÞP c2
ð1þ jjxjjÞmþ1

ðjjxjj þ ð1�dð0, @EÞÞÞ1�� P c ð1þ jjxjjÞmþ�:

Using the fact that VEðxÞP 1 for any x 2 E, this implies that

fx 2 E : VEðxÞdV@ðxÞ6 rg � fx 2 E : c ð1þ jjxjjÞmþ� 6 rg \ fx 2 E : V@ðxÞ6 rg:

We conclude that Vd
EV@ has compact level sets and (100) is satisfied.

In this context, we have the following proposition.

Proposition 5.6. Consider a couple of functions ðV@ ,VEÞ satisfying (100). Assume there
exists some parameters t> 0, dt > 0 and �P 0 such that

QtðVEÞ=VE 6 ct=V
dt
E and QtðV@Þ6 ct V�dt

E : (101)

In this situation, for any p > 1þ � we have

V :¼ V1�1=p
E V1=p

@ 2 C1ðEÞ

as well as

QtðVÞ=V 6 ct=ðV
dt�p
E V1=p

@ Þ 2 C0ðEÞ with �p :¼ ð1� ð1þ �Þ=pÞ > 0:

Proof. Observe that for any p > 1þ � we have

V@V
p�1
E 2 C1ðEÞ and therefore V :¼ V1=p

@ V1�1=p
E 2 C1ðEÞ:

In the same vein, for any �P 0 we have

ð100Þ ) V@V
pdt�p
E 2 C1ðEÞ and therefore V1=p

@ V
dt�p
E 2 C1ðEÞ:

On the other hand, using H€older’s inequality, we have

QtðVÞ=V 6 ðQtðVEÞ=VEÞ1�1=p QtðV@Þ=V@ð Þ1=p

6 ctð1ÞðQtðV@Þ=ðVdtðp�1Þ
E V@ÞÞ1=p 6 ctð2Þð1=ðVpdtð1�ð1þ�Þ=pÞ

E V@ÞÞ1=p:

This ends the proof of the proposition. �
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The design of a function VE satisfying (101) is rather flexible. For instance, (101) is
automatically satisfied when Q 	 P is dominated by some Markov integral operators Pt
on BbðEÞ such that

PtðVEÞðxÞ=VEðxÞ6 ctð1Þ=VEðxÞdt :

Section 2.4 discusses a variety of Lyapunov functions VE satisfying the above condi-
tion for Markov diffusion semigroups. These Lyapunov functions can also be designed
using the domination principles presented in Section 4.2. For instance, consider the

semigroup Qt :¼ QðaÞ
t associated with the Langevin diffusion flow on a cylinder dis-

cussed in (87). In this situation, combining (85) with Proposition 2.18, for any vP 0
and t> 0 there exists some finite constant dt > 0 such that

VEðxÞ :¼ exp vjxjð Þ ) QtðVEÞ=VE 6 ct=V
dt
E :

Next, we illustrate the r.h.s. condition in (101) when qt are sub-Gaussian densities; in
the sense that for any x, y 2 E we have

qtðx, yÞ6 ct gtðx, yÞ with gtðx, yÞ :¼
1

ð2pr2t Þn=2
exp � 1

2r2t
jjy�mtðxÞjj2

� �
(102)

for some parameter rt > 0 and some non-necessarily bounded function mt on E.

Proposition 5.7. Let u be a Lipschitz function on R
n�1 with uniformly bounded gradient

and set

E :¼ fx ¼ ðxiÞ16 i6 n 2 R
n : xn > uðx�nÞg with x�n :¼ ðxiÞ16 i<n 2 R

n�1:

Then the r.h.s. condition in (101) is met with �¼ 0 for any positive semigroup satisfying
(102). The same property holds when the boundary @E can be decomposed as a finite
union of graphs of differentiable functions on R

n�1 with uniformly bounded gradients.

Proof. We choose a > 0 sufficiently small so that for any

x 2 DaðEÞ :¼ fx 2 �E : dðx, @EÞ6 ag
there exists a projection �x 2 @E with dðx, @EÞ ¼ jjx � �xjj: Let C-ð�xÞ be an interior cone
with a given base vertex �x ¼ ðx�n,uðx�nÞÞ 2 @E and a given half-opening angle -
around the axis Að�xÞ :¼ fðx�n, xnÞ : xnPuðx�nÞg: For any x 2 Að�xÞ there exists a
projection x̂ 2 @C-ð�xÞ on the boundary @C-ð�xÞ with

dðx, @C-ð�xÞÞ ¼ dðx, x̂Þ ¼ cos
p
2
� -

� �
ðxn � uðx�nÞÞ6 dðx, �xÞ

On the other hand, for any y 2 @E we have

z :¼ ðy�n,uðx�nÞÞ ) 06 p
2
� -6 cy�xz and tan ðcy�xzÞ ¼ juðx�nÞ � uðy�nÞj

jjx�n � y�njj
:

This yields the estimate

cos
p
2
� -

� �
P cos cy�xz
 �

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ tan 2ðcy�xzÞq
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from which we conclude that

06 xn � uðx�nÞ6j dðx, �xÞ
with

j :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjrujj2

q
and jjrujj :¼ sup

y2Rn�1

jruðyÞjj < 1:j

This implies thatð
DaðEÞ

v dðy, @EÞ
� �

qtðx, yÞ dy

6 ctð1Þ
ð
DaðEÞ

v yn � uðy�nÞ
� �

=jÞ
� �

exp � 1
2r2t

ððyn � uðy�nÞÞ þ ðuðy�nÞ � ðmtðxÞÞnÞÞ
2

� �
� exp � 1

2r2t
jjy�n � ðmtðxÞÞ�njj

2
� �

dyndy�n:

Using the change of variables

z :¼ yn � uðy�nÞ
� �

=j ) dyn ¼ j dz

we find thatð
DaðEÞ

v dðy, @EÞ
� �

qtðx, yÞ dy

6j ctð1Þ �vðaÞ
ð
R

n�1
exp � 1

2r2t
jjy�n � ðmtðxÞÞ�njj

2
� �

dy�n 6 ctð2Þ:

On the other hand, for any a > 0 we haveð
E�DaðEÞ

v dðy, @EÞ
� �

qtðx, yÞ dy6 vðaÞ jjQtð1Þjj6 ctð3Þ:

This ends the proof of the proposition. �

5.3. Smooth boundaries

Next, we illustrate the Lyapunov conditions on V@ in the context of absolutely continu-
ous sub-Markov semigroup of the form (98) with a bounded density qtðx, yÞ on a non-
necessarily bounded domain E � R

n with smooth non-necessarily bounded C2-boundary
with uniformly bounded interior curvature.
We assume that there exists a > 0 sufficiently small so that every point of the a-offset

of @E (a.k.a. a-tubular neighborhood) defined by

Tubað@EÞ :¼ fx 2 R
n : dðx, @EÞ6 ag

lies on some normal ray passing through a point on @E and no two normal rays passing
through different points of @E intersect in Tubað@EÞ: We let N(z) be the unit normal
vector at z 2 Tubað@EÞ pointing inward E, and let DrðEÞ the closed subset defined for
any r6 a by
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DrðEÞ :¼ fx 2 �E : dðx, @EÞ6 rg and D�rðEÞ :¼ fx 2 R
n � E : dðx, @EÞ6 rg:

In this notation, the inverse of the normal coordinate map

F : ðz, rÞ 2 @E� �a, a½ � 7! Fðz, rÞ ¼ z þ r NðzÞ 2 Tubað@EÞ (103)

is given for any x 2 Tubað@EÞ by
F�1ðxÞ ¼ proj@EðxÞ, daðx, @EÞ

� �
where proj@EðxÞ stands for the projection of x 2 Tubað@EÞ onto @E and daðx, @EÞ
stands for the signed distance function

daðx, @EÞ :¼ dðx, @EÞ 1DaðEÞðxÞ � dðx, @EÞ 1D�aðEÞðxÞ 2 �a, a½ �:

In addition, the inward normal N(x) at any x on the C2 boundary @E is given by

rdaðx, @EÞ ¼ NðxÞ:

The Hessian of the signed distance function on the boundary @E gives the
Weingarten map WðxÞ: With this notation at hand, we haveð

DaðEÞ
f ðdðy, @EÞÞ qtðx, yÞ dy ¼

ða
0
f ðrÞ q@t ðx, rÞ dr

with the level-set density function

q@t ðx, rÞ :¼
ð
@Er

qtðx, yÞ r@, rðdyÞ

¼
ð
@E

qt x, z þ rNðzÞð Þ det I � r WðzÞð Þj j r@ðdzÞ:
(104)

In the above display, r@, rðdzÞ stands for the Riemannian volume measure on the
r-extended boundary

@Er :¼ fx 2 E : dðx, @EÞ ¼ rg:

Moreover, since E has uniformly bounded interior curvature, for any r6 a we have

j@ðaÞ :¼ sup det I � r WðzÞð Þj j < 1 and j�@ ðaÞ :¼ sup det I þ r WðyÞ
� ��� �� < 1:

In the above display, the supremum is taken over all z 2 @E, y 2 @Er, and r6 a:
Several examples of hypersurface boundaries satisfying the above conditions are dis-
cussed in Section 8 (cf. for instance Proposition 8.4).
We denote by �q@t P q@t the function defined as q

@
t by replacing qt by �qt:Using the fact that

�QtðV@ÞðxÞ6 vðaÞ þ
ða
0

vðrÞ �q@t ðx, rÞ dr

we readily check the following proposition.

Proposition 5.8. For any t> 0 we have

sup
06 r6 a

sup
x2E

q@t ðx, rÞ < 1 ) QtðV@Þ6 vðaÞ Qtð1Þ þ ctðaÞ �vðaÞ

sup
06 r6 a

sup
x2E

�q@t ðx, rÞ < 1 ) �QtðV@Þ6 vðaÞ þ ctðaÞ �vðaÞ: (105)
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When the boundary @E is bounded, for any t> 0 we have the estimate

jj�QtðV@Þjj6 ctðaÞ vðaÞ þ �vðaÞ sup
06 r6 a

r@, r @Erð Þ
� �

: (106)

We end this section with some practical tools to estimate the level-set density func-
tions discussed in Section 5.3. Most of our estimates are based on the following tech-
nical lemma.

Lemma 5.9. Consider a couple of non-negative functions f, g on R
n and some parameter

a > 0 such that

sup
jjujj6 a

f ðz þ uÞ6 iðaÞ gðzÞ for some iðaÞ < 1:

In this situation, we have the uniform estimate

sup
06 r6 a

ð
@Er

f ðzÞ r@, rðdzÞ6 iðaÞ j@ðaÞ
ð
@E

gðzÞ r@ðdzÞ

as well as the co-area estimateð
@E

f ðzÞ r@ðdzÞ6
1
a

iðaÞ j�@ ðaÞ
ð
DaðEÞ

gðzÞ dz:

The proof of the above lemma is provided in the appendix, on page 85.
Note that the level-set density function defined in (104) can be estimated for any

06 r6 a by the formula

q@t ðx, rÞ6j@ðaÞ
ð
@E

qt x, z þ rNðzÞð Þ r@ðdzÞ:

Proposition 5.10. Assume that qtðx, yÞ6-t gtðx, yÞ is dominated by some probability
density y 7! gtðx, yÞ on R

n for some t> 0 and some parameter -t < 1. In addition, we
have

sup
jjujj6 a

gtðx, yþ uÞ6 itðaÞ ga, tðx, yÞ (107)

for some probability density y 7! ga, tðx, yÞ and some itðaÞ < 1. In this situation, we have
the uniform density estimates

sup
06 r6 a

sup
x2E

q@t ðx, rÞ6-t itðaÞj�@ ðaÞj@ðaÞ=a: (108)

Proof. By (107) for any 06 r6 a we have

q@t ðx, rÞ6-t j@ðaÞ
ð
@E

gt x, z þ rNðzÞð Þ r@ðdzÞ:

On the other hand, we have ð
DaðEÞ

gt, aðx, yÞ dy6 1:
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The estimate (108) is now a direct consequence of the co-area estimate stated in
Lemma 5.9. This ends the proof of the proposition. �

We illustrate the above condition when qt are the sub-Gaussian densities discussed in

(102). In this situation, using the fact that 2a0b6 1
� jjajj

2 þ �jjbjj2 for any 0 < � < 1 and
jjujj6 a we check that

� 1
2r2t

jjðyþ uÞ �mtðxÞjj2 6� ð1� �Þ
2r2t

jjy�mtðxÞjj2 þ
1
2r2t

1
�
� 1

� �
a2:

In this context, condition (107) is met with the Gaussian density

ga, tðx, yÞ :¼
e
� 1

2rt ð�Þ2
jjy�mtðxÞjj2

ð2prtð�Þ2Þn=2

with

itðaÞ :¼ ct e
a2=�

2rt ð�Þ2 and rtð�Þ2 :¼ r2t =ð1� �Þ:

6. Riccati type processes

6.1. Positive diffusions

Consider the Riccati type diffusion on E ¼�0, þ1½ defined for any x 2 E by

dXtðxÞ ¼ a0 þ a1 XtðxÞ � b XtðxÞ2
� �

dt þ r1ðXtðxÞÞ dB1
t þ r2ðXtðxÞÞ dB2

t , X0ðxÞ ¼ x

for some Brownian motion ðB1
t ,B

2
t Þ on R

2, the diffusion functions

r1ðxÞ :¼ 11
ffiffiffi
x

p
r2ðxÞ :¼ 12 x

and the parameters

a1 2 R a0 > 121 b > 0 and 11, 12 P 0:

Applying Itô’s formula, we readily check that

@tEðXtðxÞÞ6 Ricc EðXtðxÞÞð Þ and @tEð1=XtðxÞÞ6 Ricc� Eð1=XtðxÞÞð Þ

with the Riccati drift functions defined by

RiccðzÞ :¼ a0 þ a1z � bz2 and Ricc�ðzÞ :¼ a�0 þ a�1 z � b�z2 (109)

with the parameters

a�0 :¼ b a�1 :¼ ð122 � a1Þ and b� :¼ a0 � 121:

Consider the Lyapunov function V 2 B1ðEÞ defined by VðxÞ :¼ x þ 1=x: By well-
known properties of Riccati flows, for any t> 0 we have jjPtðVÞjj < 1: For a more
thorough discussion on this class of one-dimensional Riccati diffusions, we refer to the
article [55].
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6.2. Matrix valued diffusions

Let �E and E be the space of ðn� nÞ-positive semi-definite and definite matrices respect-
ively. Also let k1ðxÞP :::P knðxÞ denote the ordered eigenvalues of x 2 �E: Let Wt

denotes an ðn� nÞ-matrix with independent Brownian entries. Also let A be an
ðn� nÞ-matrix with real entries and let R, S 2 E: We associate with these objects the
E-valued diffusion

dXt ¼ ðAXt þ XtA
0 þ R� XtSXtÞ dt þ �

2
X1=2
t dWt R1=2 þ R1=2 dW0

t X1=2
t

h i
:

Whenever �6 2=
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p
, the diffusion Xt has a unique strong solution that never

hits the boundary @E ¼ �E � E: In addition, the transition semigroup Pt of Xt is strongly
Feller and admits a smooth density w.r.t. the Lebesgue measure on E, thus it is irredu-
cible. Furthermore, when �2ð1þ nÞ=26 knðRÞ=k1ðRÞ then the function VðxÞ ¼
TrðxÞ þ Trðx�1Þ is a Lyapunov function with compact level subsets. For a detailed
proof of the above assertion for more general classes of Riccati matrix valued diffusions
we refer to [56] (see for instance the stability Theorem 2.4 and Section 5.4 in [56]).

6.3. Logistic birth and death process

Let XtðxÞ be the stochastic flow on E :¼ N� f0g with generator L defined for any f 2
BbðEÞ and xP 2 by

Lðf ÞðxÞ ¼ Jðx, x � 1Þ ðf ðx� 1Þ � f ðxÞÞ þ Jðx, xþ 1Þ ðf ðx þ 1Þ � f ðxÞÞ
and for x¼ 1 by

Lðf Þð1Þ ¼ Jð1, 2Þðf ð2Þ � f ð1ÞÞ:

In the above display, the birth and death rates are given by

Jðx, x þ 1Þ :¼ kb xþ tb and Jðx, x � 1Þ :¼ kd xþ kl xðx � 1Þ þ td (110)

for some non-negative parameters kd, kb, tb, td P 0 and kl > 0: Consider the identity
function V : x 2 E 7!VðxÞ ¼ x: For any xP 2 we have

LðVÞðxÞ ¼ Jðx, xþ 1Þ � Jðx, x � 1Þ ¼ F�Vð ÞðxÞ
with the concave function

z 2 Rþ 7! FðzÞ :¼ ðtb � tdÞ þ ðkb þ kl � kdÞ z � kl z
2 2 R: (111)

Observe that

LðVÞð1Þ � FðVð1ÞÞ ¼ Jð1, 2Þ � Fð1Þ ¼ Jð1, 0Þ ¼ td þ kd:

This yields the estimate

PtðLðVÞÞðxÞ ¼ Ptð1½2,1½ LðVÞÞðxÞ þ Ptð1f1g LðVÞÞðxÞ
¼ PtððF�VÞÞðxÞ þ Ptð1f1gÞðxÞ ðLðVÞð1Þ � FðVð1ÞÞÞ
6 FðPtðVÞÞðxÞ þ Jð1, 0Þ

from which we check that
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@tPtðVÞðxÞ6 Ricc PtðVÞðxÞð Þ
with the Riccati drift function defined in (109) with the parameters

a0 :¼ tb þ kd a1 :¼ kb þ kl � kd and b :¼ kl > 0:

By well-known properties of Riccati flows, for any t> 0 we conclude
that jjPtðVÞjj < 1:

6.4. Multivariate birth and death processes

We denote by e :¼ fei, 16 i6 ng the collection of column vector ei on f0, 1gn with
entries eiðjÞ ¼ 1i¼j and with a slight abuse of notation we denote by 0 the null state in
N

n: Let XtðxÞ be a stochastic flow on E ¼ N
n � f0g with generator L defined by

Lðf ÞðxÞ :¼
X
y2E

Jðx, yÞ ðf ðyÞ � f ðxÞÞ: (112)

Let k, l, t, 1 be some column vectors and let C, D some ðd � dÞ-matrices with real
entries such that for any 16 i6 d and any x 2 E we have

Jðx, x þ eiÞ :¼ ti þ xi ðki þ ðCxÞiÞP 0 and Jðx, x � eiÞ :¼ 1i þ xi ðli þ ðDxÞiÞP 0:

We also set

Jðx, yÞ ¼ 0 as soon as jx � yjP 2:

We further assume that

jtjP j1j B :¼ ðD� CÞP b I > 0 for some b > 0:

and we set

a0 :¼ jtj � j1jP 0 a1 :¼ �16 i6 nðki � liÞ
and for any x 2 N

n

jjxjj :¼
X

16 i6 n

x2i
� �1=2

P jxj :¼
X

16 i6 n

xi:

Consider the Lyapunov function

x 2 E 7!VðxÞ ¼ jxj 2 Nþ:

Note that V is locally bounded with finite level sets and for any x 2 E� e we have

LðVÞðxÞ ¼
X

16 i6 n

ti þ xi ðki þ ðCxÞiÞ
� �

� 1i þ xi ðli þ ðDxÞiÞ
� �� �

:

In this situation, we have the formula

LðVÞðxÞ ¼ a0 þ ðk� lÞ0x � x0Bx6 a0 þ a1jxj � bjjxjj2: (113)

On the other hand, for any y ¼ ej we have

LðVÞðyÞ ¼
X

16 i6 n

Jðy, yþ eiÞ:
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This implies that

PtðLðVÞÞ ¼ Ptð1E�e LðVÞÞ þ Ptð1e LðVÞÞ
¼ a0 þ a1 PtðVÞ � b PtðV2Þ

þ
X

16 j6 n

Ptð1ejÞ LðVÞðejÞ � a0 þ ðk� lÞ0ej � e0jBej

 �
 �

from which we readily check that

@tEðVðXtðxÞÞÞ6 aþ0 þ a1EðVðXtðxÞÞÞ � b ðEðVðXtðxÞÞÞÞ2

with

aþ0 :¼ a0 þ
X

16 j6 d

X
16 i6 d

Jðej, ej þ eiÞ � jtj � j1j þ ðk� lÞ0ej � e0jðD� CÞej

 � !

¼ a0 þ
X

16 j6 d

j1j þ l0ej þ e0jDej

 �

:

We conclude that jjPtðVÞjj < 1, for any t> 0. The semigroup analysis discussed above
can be extended without difficulties to more general process on countable spaces models
satisfying condition (113). The extension to time varying models can also be handle
using a more refined analysis on time varying Riccati equations.
We also mention that the case jtj ¼ 0 ¼ j1j coincides with the competitive and multi-

variate Lotka-Volterra birth and death process discussed in Theorem 1.1 in [57].

7. Some conditional diffusions

7.1. Coupled harmonic oscillators

Consider the R
n-valued diffusion (37) with ðbðxÞ, rðxÞÞ ¼ ðAx,RÞ, for some non-neces-

sarily stable drift matrix A and some diffusion matrix R with appropriate dimensions.
We associate with a given semi-definite positive ðn� nÞ matrix SP 0 the potential
function

UðxÞ :¼ 1
2

x0Sx and we set R ¼ RR0: (114)

We assume that the pairs ðA,R1=2Þ and ðA0, S1=2Þ are both controllable. Let Qt ¼ Q½U�
t

be the sub-Markov semigroup defined in (70) on the Euclidean space E ¼ E ¼ R
n: As

shown in [58], the leading-triple ðq, h, g1Þ discussed in (61) is given by

q ¼ � TrðRq1Þ=2 ¼ � Trðp1SÞ=2

hðxÞ ¼ exp �x0q1x=2
� �

and g1ðdxÞ ¼
exp �x0p�1

1 x=2
� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detð2pp1Þ

p dx, (115)

with the positive fixed points p1 and q1 of the dual algebraic Riccati matrix equation

Ap1 þ p1A0 þ R� p1Sp1 ¼ 0 and A0q1 þ q1Aþ S� q1Rq1 ¼ 0:

In this context, the h-process, denoted ðXh
t ðxÞÞt�0 and defined by the stochastic dif-

ferential equation
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dXh
t ðxÞ ¼ AhXh

t ðxÞ dt þ R dBt with Ah :¼ A� R q1: (116)

Our controllability conditions ensure that Ah is a stable matrix. Note that Xh
t ðxÞ is an

R
n-valued Gaussian random variable with mean mh

t ðxÞ and covariance matrix pht 2
R

n�n given for any t> 0 by

mh
t ðxÞ ¼ exp Ahtð Þ x and pht ¼

ðt
0

exp Ahsð Þ R exp ðAhÞ0s
� �

ds > 0:

This yields the explicit formula

Ph
t ðx, dyÞ ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detð2ppht Þ

p exp � 1
2
ðy �mh

t ðxÞÞ
0ðpht Þ

�1ðy �mh
t ðxÞÞ

� �
dy:

Moreover the invariant measure gh1 ¼ gh1Ph
t is unique and given by

gh1ðdxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detð2pph1Þ

p exp � 1
2
y0ðph1Þ�1y

� �
dy

with the limiting covariance matrix

ph1 :¼
ð1
0

exp Ahsð ÞR2 exp ðAhÞ0s
� �

ds ¼ ðp�1
1 þ q1Þ�1 > 0:

For any time horizon tP 0 and any measurable function F on the set Cð½0, t�,RnÞ of
continuous paths from ½0, t� into R

n we have the path space exponential change of
measure Feynman-Kac formula

E FðXtðxÞÞ exp
ðt
0
UsðXsðxÞÞ ds

 ! !
¼ eqt hðxÞ E FðXh

t ðxÞÞ=hðXh
t ðxÞÞ


 �
with the historical processes

XtðxÞ :¼ ðXsðxÞÞ06 s6 t , X
h
t ðxÞ :¼ ðXh

s ðxÞÞ06 s6 t and UsðXsðxÞÞ :¼ UsðXsðxÞÞ:

This yields the conjugate formulae

Qtðf Þ ¼ eqt h Ph
t ðf =hÞ:

We denote by ðmtðxÞ, ptÞ 2 ðRn � R
n�nÞ the mean and covariance parameters satisfy-

ing the linear evolution and the Riccati matrix differential equations

@tmtðxÞ ¼ ðA� ptSÞ mtðxÞ

@tpt ¼ Apt þ ptA0 þ R2 � ptSpt with ðm0ðxÞ, p0Þ ¼ ðx, 0Þ:

8<: (117)

The next proposition provides an explicit description of these semigroups.

Proposition 7.1 ([58]). For any time horizon t > 0 we have pt > 0 and the normalized
semigroup �Qt defined in (53) is given by

�Qtðx, dyÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detð2pptÞ
p exp � 1

2
ðy�mtðxÞÞ0p�1

t ðy�mtðxÞÞ
� �

dy (118)
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as well as

�2 logQtð1ÞðxÞ ¼ x0
ðt
0
F0sSFs ds

 !
x þ

ðt
0

TrðSpsÞ ds

with the fundamental matrix semigroup Ft starting at F0 ¼ I given by

@tFt ¼ ðA� ptSÞ Ft:

Observe that the normalized Markov operator �Qt satisfies (43) and (44) with the
parameters

ct ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detð2pptÞ
p , r2t ¼ kmaxðptÞ and �s ¼ jesðA�p1SÞj ! 0 as s ! 1 (119)

for some matrix norm j:j: The r.h.s. assertion is a direct consequence of the Floquet
representation theorem presented in [59] (cf. (1.3) and Theorem 1.1) and the fact that
ðA� p1SÞ is a stable matrix. Applying Lemma 2.18 for any vP 0 and t> 0 there also
exists some finite constant dt > 0 such that

VðxÞ :¼ exp vjxjð Þ ) �QtðVÞ=V 6 ct=V
dt :

Using Proposition 7.1, for any kP 0 and tP 0 it is also readily checked that

VðxÞ :¼ ð1þ jjxjjÞk ) jj�QtðVÞ=Vjj < 1 and jjQtðVÞjj < 1:

7.2. Half-harmonic linear diffusions

For one dimensional models, the coupled harmonic oscillator discussed in Section 7.1
resumes to one dimensional linear diffusion

dXtðxÞ ¼ a XtðxÞ dt þ dBt and the potential UðxÞ ¼ 1x2=2 (120)

for some parameters 1 > 0 and a 2 R: We set b :¼ aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 1

p
: In this notation, the

leading pair ðq, hÞ ¼ ðq1,u1Þ is given by

q ¼ �b=2 and hðxÞ ¼ ðb� aÞ=pð Þ1=4 exp �bx2=2
� �

: (121)

The quasi-invariant measure is therefore given by

g1ðdxÞ ¼
ffiffiffiffiffiffiffiffi
1

2pb

r
exp �1x2=ð2bÞ

� �
dx:

Therefore, the h-process resumes to the Ornstein-Uhlenbeck diffusion

dXh
t ðxÞ ¼ �b Xh

t ðxÞ dt þ dBt (122)

with the invariant measure

gh1ðdxÞ :¼
ffiffiffi
b
p

r
exp �b x2ð Þ dx with b :¼ ðb� aÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 1

p
> 0:
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Note that any Ornstein-Uhlenbeck process can be seen as the h-process associated
with a non absorbed (possibly transient) linear diffusion evolving in some quadratic
potential well.
In this context, Proposition 7.1 is also satisfied with the mean and variance parame-

ters

@tmtðxÞ ¼ ða� pt1Þ mtðxÞ

@tpt ¼ 2apt þ 1� 1p2t with ðm0ðxÞ, p0Þ ¼ ðx, 0Þ:

8<: (123)

We also have

� 2
1
logQtð1ÞðxÞ ¼ �pt þ vt x2 (124)

with

vt :¼
ðt
0

exp �2
ðs
0
ða� pu1Þdu

� �
ds and �pt :¼

ðt
0
psds:

The half-harmonic semigroup associated with the flow XtðxÞ is defined for any x 2 E :¼
�0,1½ and f 2 BbðEÞ by the formulae

Qtðf ÞðxÞ :¼ E f ðXtðxÞÞ 1TðxÞ>t exp �
ðt
0
UðXsðxÞÞ ds

( ) !
: (125)

In the above display, T(x) stands for the hitting time of the origin. In terms of the
h-process of the flow in the harmonic potential (122) we also have the conjugate formula

Qtðf ÞðxÞ ¼ etq e�bx2=2
E f ðYtðxÞÞ ebYtðxÞ2=2 1TY ðxÞ>t


 �
(126)

with the parameters ðq, bÞ defined in (121) and the Ornstein-Uhlenbeck diffusion flow
defined by

dYtðxÞ ¼ �b YtðxÞ dt þ dBt with b :¼ ðb� aÞ > 0:

In the above display, TYðxÞ stands for the hitting time of the origin by the flow YtðxÞ
starting at x> 0. Arguing as in Section 3.3.2 we check that

Qtðx, dyÞ

¼ sinhðy mtðxÞÞ exp � 1
2

vt x2 þ �pt
� �� �

�
ffiffiffiffiffiffiffi
2
ppt

r
exp � y2 þmtðxÞ2

2pt

 !
1�0,1 ðyÞ dy


with the parameters ðmtðxÞ, ptÞ and ðvt , �ptÞ defined in (123) and (124).
Arguing as in (77), choosing the Lyapunov function VðxÞ ¼ xn þ 1=x, for some

nP 1, we readily check that

V 2 C1ðEÞ and QtðVÞ=V 6 ct=V 2 C0ðEÞ: (127)
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7.3. Linear diffusions in some domains

Consider the one-dimensional stochastic flow YtðxÞ of an Ornstein-Uhlenbeck

dYtðxÞ ¼ �b YtðxÞ dt þ dBt for some b > 0:

In the above display, Bt is a one-dimensional Brownian motion starting at the origin.
For a given x 2 E :¼�0,1½, we let TYðxÞ be the hitting time of the origin by the flow
YtðxÞ starting at x> 0. Consider the semigroup

QY
t ðf ÞðxÞ :¼ Eðf ðYtðxÞÞ 1TY ðxÞ>tÞ:

Choosing ða, 1, b, qÞ ¼ ð0, b2, b, � b=2Þ in (121), formula (126) takes the form

QY
t ðf ÞðxÞ ¼ e�qt HðxÞ�1QtðfHÞðxÞ with HðxÞ ¼ exp �bx2=2

� �
with the semigroup Qt defined in (125) with UðxÞ ¼ b2x=2:
For any given nP 1 we have

VðxÞ :¼ xn þ 1=x ) V 2 C1ðEÞ and VH :¼ V=H 2 C1ðEÞ:

Using (127) we conclude that

VH 2 C1ðEÞ and QY
t ðVHÞ=VH ¼ e�qt QtðVÞ=V 6 ct=V 2 C0ðEÞ:

The long time behavior of the positive semigroup QY
t is also studied in [60], and

more recently in [61] in terms of the tangent of the h-process.
More generally, consider the R

n-valued diffusion flow XtðxÞ defined in (37) with
ðbðxÞ, rðxÞ ¼ ðAx,RÞ, for some matrices ðA,RÞ with appropriate dimensions. Assume
that R :¼ RR0 is positive semi-definite and the pair of matrices ðA,R1=2Þ are control-
lable. In this situation, the Markov semigroup Pt of the stochastic flow XtðxÞ satisfies
the sub-Gaussian estimate (102) for some parameters ðrt ,mtðxÞÞ:
Consider a domain E � R

n with C2-boundary with uniformly bounded interior curva-
ture. For any given x 2 E, let Qt be the sub-Markov semigroup

Qtðf ÞðxÞ :¼ Eðf ðXtðxÞÞ 1TðxÞ>tÞ with TðxÞ :¼ inf tP 0 : XtðxÞ 2 @E
� �

: (128)

We clearly have QtðV@Þ6 PtðV@Þ, with the function V@ defined in (97). When E is
none necessarily bounded but its boundary @E is bounded we known from (106) that
jjQtðV@Þjj < 1: For non-necessarily bounded boundaries the sub-Gaussian property
(102) ensures that jjQtðV@Þjj < 1:

When E is bounded, applying Lemma 5.2 (see also Proposition 5.3) we have

V@ 2 C1ðEÞ and QtðV@Þ=V@ 6 ct=V@ 2 C0ðEÞ:

For unbounded domains we need to ensure that A is stable so that (48) is satisfied
for some norm j:j on R

n: In this situation, applying Proposition 2.19 for any t> 0 there
exists some dt > 0 such that

VEðxÞ :¼ exp vjxjð Þ ) QtðVEÞ=VE 6 ct=V
dt
E :
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Applying Proposition 5.6 with �¼ 0, for any p> 1 we conclude that

Vp :¼ V1�1=p
E V1=p

@ 2 C1ðEÞ and Qt Vpð Þ=Vp6 ct Hp, t (129)

with the function

Hp, t :¼ 1=ðVdtð1�1=pÞ
E V1=p

@ Þ 2 C0ðEÞ:

7.4. Langevin diffusions in some domains

Consider the semigroup Qt of the one-dimensional Langevin diffusion defined in (94)
with E ¼�0,1½ and a quadratic confinement potential

WðxÞ ¼ x2=2 ) HðxÞ :¼ e�WðxÞ ¼ e�x2=2 and U :¼ 1
2

x2 þ 1ð Þ:

In this case, the semigroup Qt defined in (96) coincides with the semigroup of the
half-harmonic oscillator discussed in Section 3.3.2. By (77) for any nP 1 we have

VðxÞ :¼ xn þ 1=x ) QtðVÞ=V 6 ct=V 2 C0ðEÞ:

Notice that

VHðxÞ :¼ VðxÞ=HðxÞ ¼ xn ex
2=2 þ ex

2=2

x
: (130)

Using (96) we conclude that

VH 2 C1ðEÞ and QtðVHÞ=VH ¼ QtðVÞ=V 6 ct=V 2 C0ðEÞ:

More generally, consider the case E ¼�0,1½ with at least a quadratic confinement
potential U, in the sense that

UðxÞ ¼ 1
2

ð@WÞ2 � @2W
� �

ðxÞP U2ðxÞ :¼ cþ 1 x2=2 for some 1 > 0:

In this situation, Qt 	 Q½U2� is dominated by the semigroup Q½U2� of the half-har-
monic oscillator discussed in Section 3.3.2. Arguing as in (130) we have

H :¼ e�W VH :¼ V=H 2 C1ðEÞ and QtðVHÞ=VH 6 ct=V 2 C0ðEÞ:

For instance, whenever the confinement potential W is chosen so that

WðxÞP �0 log xþW1ðxÞ for some 06 �0 < 1

and some function W1 P 1 such that W1ðxÞ!x!11 we have

H ¼ e�W ) VHðxÞ :¼ VðxÞ=HðxÞ ¼ xn eWðxÞ þ eWðxÞ

x
P xn eWðxÞ þ eW1ðxÞ

x1��0
:

Using (96) we conclude that

VH 2 C1ðEÞ and QtðVHÞ=VH ¼ QtðVÞ=V 6 ct=V 2 C0ðEÞ:

We illustrate the above result, with the logistic diffusion discussed in [62]. Consider
the generalized Feller diffusion
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dYtðxÞ :¼ 2a YtðxÞ � ð8b=r2Þ YtðxÞ2
� �

dt þ r
ffiffiffiffiffiffiffiffiffiffiffi
YtðxÞ

p
dBt

starting at x 2 E :¼�0,1½: In the above display, Bt is a one dimensional Brownian
motion starting at the origin and a, b, r > 0 some parameters. Observe that

XtðxÞ :¼ ð2=rÞ
ffiffiffiffiffiffiffiffiffiffiffi
YtðxÞ

p
) dXtðxÞ ¼ �@W XtðxÞð Þ dt þ dBt

with the potential function

@WðxÞ ¼ 1
2x

� a xþ b x3 with a, b > 0:

Thus, choosing

WðxÞ ¼ 1
2

log xþ b
x4

4
� a

x2

2

we readily check that

VHðxÞ :¼ eWðxÞðxn þ 1=xÞ ¼ xn�1=2 þ 1=
ffiffiffi
x

p� �
eb

x4
4�ax

2
2 ) VH 2 C1ðEÞ:

More generally, consider the Langevin diffusion flow

X tðzÞ ¼ ðXtðzÞ,YtðzÞÞ 2 ðRn � R
nÞ

starting at z ¼ ðx, yÞ 2 ðRn � R
nÞ and defined by the hypo-elliptic diffusion (86). We

further assume that supD a < 1 for some bounded open connected domain D � R
n

with C2-boundary, and for any z 2 E :¼ D� R
n and f 2 BbðEÞ we set

Qtðf ÞðzÞ :¼ E f ðX tðzÞÞ 1TðzÞ>t
� �

with TðzÞ :¼ inf tP 0 : XtðzÞ 2 @D
� �

:

We know from (87) that for any q> 1 we have Q	qQ is q-dominated by the sub-
Markov semigroup Qt associated with the Ornstein-Uhlenbeck diffusion on E defined in
(128), with the matrices ðA,RÞ defined in (50). In terms of the functions ðVp,Hp, tÞ
defined in (129), combining (85) with (129) for any p, q > 1 we conclude that

QtðVp, qÞ=Vp, q6 ctðp, qÞ Hp, q, t

with the collection of Lyapunov functions

Vp, q :¼ V1=q
p 2 C1ðEÞ and the function Hp, q, t :¼ H1=q

p, t 2 C0ðEÞ:

7.5. Coupled oscillators in some domains

Consider the Rn-valued diffusion XtðxÞ and the quadratic potential function U discussed
in Section 7.1, for some nP 2 and set E :¼�0,1½�R

n�1: Let Qt be the semigroup
defined for any f 2 BbðEÞ and x 2 E by the formulae

Qtðf ÞðxÞ :¼ E f ðXtðxÞÞ 1TðxÞ>t exp �
ðt
0
UðXsðxÞÞds

 ! !
(131)

with the quadratic function U in (114) and the exit time T(x) given by
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TðxÞ :¼ inf tP 0 : XtðxÞ 2 @E
� �

with @E ¼ f0g � R
n�1:

In terms of the h-process YtðxÞ :¼ Xh
t ðxÞ associated with the leading pair ðq, hÞ

defined in (116) we also have the conjugate formula

Qtðf Þ ¼ eqt h QY
t ðf =hÞ with QY

t ðf ÞðxÞ :¼ E f ðYtðxÞÞ 1TY ðxÞ>t
� �

:

In the above display, TYðxÞ stands for the boundary hitting time

TYðxÞ :¼ inf tP 0 : YtðxÞ 2 @E
� �

:

When n¼ 2, the linear diffusion XtðxÞ associated to the matrices A1, 2 ¼ A2, 1 ¼
A2, 2 ¼ 0 and A1, 2 ¼ 1 and R1, 1 ¼ R1, 2 ¼ R2, 1 ¼ 0 and R2, 2 ¼ 1 coincides with the inte-
grated Wiener process model discussed in [63–65]. In a seminal article [65], McKean
obtained the joint distribution of the pair ðTðxÞ,X2

TðxÞÞ in the absence of soft absorption,

that is when U¼ 0. To the best of our knowledge, an explicit description of the distri-
bution of this pair and the corresponding sub-Markov semigroup is unknown in more
general situations.
Observe that for any x 2 E and any non-negative function f 2 BbðRnÞ we have

Qtðf ÞðxÞ6Qtðf ÞðxÞ :¼ eqt hðxÞ E f ðYtðxÞÞ=hðYtðxÞÞ
� �

:

The semigroup Qt defined above coincides with the semigroup of the coupled har-
monic oscillator discussed in Section 7.1. We know from (119) that �Qt satisfies the sub-
Gaussian estimates (43) with

ct ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

detð2pptÞ
p and r2t ¼ kmaxðptÞ

with the solution pt of the Riccati-matrix equation (117). Using Proposition 7.1 for any
kP 1 we have

VEðxÞ :¼ 1þ jjxjjk ) jj �QtðVEÞ=VEjj < 1 ) QtðVEÞ6 ct Qtð1ÞVE :

Recalling that Qtð1ÞðxÞ tends to 0 exponentially fast as jjxjj ! 1, this implies that

8t > 0 jjQtðVEÞjj < 1:

On the other hand for any y ¼ ðy1, y�1Þ 2 E ¼ ð�0,1½�R
n�1Þ, the distance to the

boundary is given by dðy, @EÞ ¼ y1: In terms of the function V@ defined in (97) his
implies that

QtðV@ÞðxÞ6
ð

Qtðx, dyÞ 1�0, 1 ðy1Þ vðy1Þ þ vð1Þ Qtð1ÞðxÞ


from which we check that jjQtðV@Þjj < 1: Applying Proposition 5.4, we conclude that

V :¼ V@ þ VE 2 C1ðEÞ and QtðVÞ=V 6 ct=V 2 C0ðEÞ:

The same analysis applies by replacing the half line E1 by the unit interval E1 :¼�0, 1½:
In this context, the boundary is given by the two infinite potential walls

@E ¼ ðf0g � R
n�1Þ [ ðf1g � R

n�1Þ and dðx, @EÞ ¼ x1�ð1� x1Þ:
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More generally, consider a domain E � R
n with C2-boundary with uniformly

bounded interior curvature. In this situation, the sub-Gaussian property (102) ensures
that jj �QtðV@Þjj < 1 and therefore

jjQtðV@Þjj6 jjQtðV@Þjj ¼ jjQtð1Þ �QtðV@Þjj < 1:

Applying Proposition 5.4, we conclude that

V :¼ V@ þ VE 2 C1ðEÞ and QtðVÞ=V 6 ct=V 2 C0ðEÞ:

8. Some hypersurface boundaries

8.1. Defining functions and charts

Consider a smooth function y 2 R
n�1 7!uðyÞ 2 R with non-empty and connected level

set, for some nP 2: Consider a domain E in R
n with a smooth boundary @E ¼

�u�1ðf0gÞ defined as the null level set of the function

x ¼ ðxiÞ16 i6 n 2 R
n 7! �uðxÞ :¼ uðx�nÞ � xn with x�n :¼ ðxiÞ16 i<n 2 R

n�1:

Consider the column vectors ruðx�nÞ :¼ ð@xiuðx�nÞÞ16 i<n: In this notation, the unit
normal vector N(x) at x 2 @E is given by the column vectors

NðxÞ ¼ r�uðxÞ
jjr�uðxÞjj ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðx�nÞjj2

q ruðx�nÞ
�1

� �
:

Observe that the vector N(x) is the outward-pointing normal direction to E as soon
as E ¼ �u�1ð� �1, 0½Þ and the inward-pointing normal direction to E
when E ¼ �u�1ð�0, þ1½Þ:
Consider the column vectors ei :¼ ð1iðjÞÞ16 i<n, with 16 i < n: In this notation, the

ðn� 1Þ tangential column vectors TiðxÞ at x 2 @E are given for any 16 i < n by the
column vectors

TiðxÞ :¼
ei

@xiuðx�nÞ

� �
:

The inner product g(x) on the tangent space Txð@EÞ (a.k.a. the first fundamental
form on @E) is given by the Gramian matrix

gðxÞ ¼ TiðxÞ0TjðxÞ

 �

16 i, j<n
¼ TðxÞTðxÞ0 with TðxÞ0 :¼ T1ðxÞ, :::,Tn�1ðxÞð Þ:

This yields the matrix formula

gðxÞ ¼ I,ruðx�nÞ
� � I

ruðx�nÞ0
� �

¼ I þruðx�nÞruðx�nÞ0:

In this notation, the projection proj
Txð@EÞ on the tangent space Txð@EÞ is defined for

any column vector V ¼ ðViÞ16 i6 n 2 R
n by

56 M. ARNAUDON ET AL.



proj
Txð@EÞðVÞ :¼ T1ðxÞ, :::,Tn�1ðxÞð ÞgðxÞ�1

T1ðxÞ0

..

.

Tn�1ðxÞ0

0BB@
1CCA V1

..

.

Vn

0B@
1CA:

In matrix notation, the projection of m column vectors Vi 2 R
n, with i 2 f1, :::,mg

and any mP 1 takes the synthetic form

proj
Txð@EÞðV1, :::,VmÞ ¼ TðxÞ0gðxÞ�1TðxÞ

� �
ðV1, :::,VmÞ

¼ proj
Txð@EÞðV1Þ, :::, proj

Txð@EÞðVmÞ

 �

:

Equivalently, if gðxÞi, j denotes the (i, j)-entry of the inverse matrix gðxÞ�1, the projec-
tion of a column vector V 2 R

n onto Txð@EÞ is defined by

proj
Txð@EÞðVÞ ¼

X
16 i, j<n

gðxÞi, j TjðxÞ0V

 �

TiðxÞ:

8.2. The shape matrix

Consider the Monge parametrization

w : h ¼ ðhiÞ16 i<n 2 S :¼ R
n�1 7!wðhÞ ¼ h

uðhÞ

� �
2 @E � R

n: (132)

In this chart, the tangent vectors and the normal unit vector at x ¼ wðhÞ are given
for any 16 i < n by

Tw
i ðhÞ :¼ @hiwðhÞ ¼ Ti wðhÞð Þ 2 Txð@EÞ and NwðhÞ :¼ NðwðhÞÞ 2 T

?
x ð@EÞ:

For any 16 i, j < n we have

@hiwðhÞ
� �0

NwðhÞ ¼ 0

) XðwðhÞÞi, j :¼ @hi, hjwðhÞ
� �0NwðhÞ ¼ � @hiwðhÞ

� �0
@hjN

wðhÞ:

Observe that for x ¼ wðhÞ,

@hiN
wðhÞ ¼

X
16 k6 n

@xkNð ÞðxÞ @hiw
kðhÞ ¼ rNðxÞð Þ0 @hiwðhÞ

from which we check that for any 16 i, j < n the coefficients of the second fundamental
form can be computed as follows:

XðxÞi, j ¼ � @hiwðhÞ
� �0 rNðxÞð Þ0@hiwðhÞ:

We set

@NwðhÞ
� �0

:¼ @h1N
wðhÞ, :::, @hn�1N

wðhÞ
� �

2 TwðhÞð@EÞ
� �n�1

:
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In this notation, for any x ¼ wðhÞ we have the matrix formulation

XðxÞ :¼ �@wðhÞ @NwðhÞ
� �0 ¼ @hi, hjwðhÞ

� �0NðxÞ

 �

16 i, j<n

¼ � r2uðhÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðhÞjj2

q with r2uðhÞ :¼ @hi , hjuðhÞ
� �

16 i, j<n
:

We also readily check the matrix formulation of the Weingarten’s equations

@NwðhÞ
� �0 ¼ @wðhÞð Þ0gðwðhÞÞ�1

� �
@wðhÞð Þ @NwðhÞ

� �0 ¼ � @wðhÞð Þ0WðxÞ:

In the above display, WðxÞ stands for the shape matrix (a.k.a. the Weingarten map
or the mixed second fundamental form) defined by

WðxÞ :¼ gðxÞ�1XðxÞ

¼ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðx�nÞjj2

q I þruðx�nÞruðx�nÞ0
� ��1r2uðx�nÞ:

We summarize the above discussion in the following proposition.

Proposition 8.1. For any 16 i < n we have the Weingarten’s equations

@hiN
wðhÞ ¼ �

X
16 k<n

W wðhÞð Þk, i @hkwðhÞ 2 TwðhÞð@EÞ:

Example 8.2. For n¼ 2 we have x 2 R 7! �uðxÞ ¼ uðxÞ � x, so that the boundary @E ¼
�u�1ðf0gÞ coincides with the graph of the function u. In this context, the metric and
Weingarten map at x 2 @E ¼ fx ¼ ðx1, x2Þ 2 R

2 : x2 ¼ uðx1Þg take the form

gðxÞ ¼ 1þ jj@uðx1Þjj2 and WðxÞ ¼ � 1

1þ jj@uðx1Þjj2
� �3=2 @2uðx1Þ:

Example 8.3. For n¼ 3, the boundary @E is given by the surface in R
3 defined

@E :¼ fx ¼ ðxiÞ16 i6 3 2 R
3 : x3 ¼ uðx1, x2Þg:

The Monge parametrization is given by

w : h ¼ ðh1, h2Þ 2 R
2 7!wðhÞ ¼

h1
h2

uðh1, h2Þ

0@ 1A 2 @E � R
3:

In this situation, the tangent vectors at x 2 @E are given by

T1ðxÞ ¼
1
0

@x1uðxÞ

0@ 1A and T2ðxÞ ¼
0
1

@x2uðxÞ

0@ 1A:

In the same vein, whenever E ¼ fx 2 R
3 : uðx1, x2Þ6 x3g the outward pointing unit

normal at x 2 @E is given by
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NðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ð@x1uðxÞÞ

2 þ ð@x2uðxÞÞ
2

q @x1uðxÞ
@x2uðxÞ
�1

0@ 1A:

The inner product g(x) is easily computed and given by

gðxÞ ¼ 1þ ð@x1uðxÞÞ
2 ð@x1uðxÞÞð@x2uðxÞÞ

ð@x1uðxÞÞð@x2uðxÞÞ 1þ ð@x2uðxÞÞ
2

� �
:

The inverse metric is given by

gðxÞ�1 ¼ 1
detðgðxÞÞ

1þ ð@x2uðxÞÞ
2 �ð@x1uðxÞÞð@x2uðxÞÞ

�ð@x1uðxÞÞð@x2uðxÞÞ 1þ ð@x1uðxÞÞ
2

� �
with

detðgðxÞÞ ¼ 1þ ð@x1uðxÞÞ
2 þ ð@x2uðxÞÞ

2 ¼ 1þ jjruðxÞjj2:

The second fundamental form is also given by

XðxÞ ¼ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðxÞjj2

q @2
x1uðxÞ @x1, x2uðxÞ

@x1, x2uðxÞ @2
x2uðxÞ

 !

and the Weingarten map is defined by

WðxÞ ¼ � 1

ð1þ jjruðxÞjj2Þ3=2

�
ð1þ ð@x2uðxÞÞ

2Þ@2
x1uðxÞ � ð@x1uðxÞÞð@x2uðxÞÞ@x1, x2uðxÞ ð1þ ð@x2uðxÞÞ

2Þ@x1, x2uðxÞ � �ð@x1uðxÞÞð@x2uðxÞÞ@2
x2uðxÞ

�ð@x1uðxÞÞð@x2uðxÞÞ@2
x1uðxÞ þ ð1þ ð@x1uðxÞÞ

2Þ@x1, x2uðxÞ �ð@x1uðxÞÞð@x2uðxÞÞ@x1, x2uðxÞ þ ð1þ ð@x1uðxÞÞ
2Þ@2

x2uðxÞ

0B@
1CA:

8.3. Surface and volume forms

The surface form r@ on the boundary @E expressed in the chart w introduced in (132)
is given by

r@
�w�1

� �
ðdhÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det gðwðhÞÞ
� �q

dh

with the Gramian of the coordinate chart

gðwðhÞÞ :¼ Gram @h1wðhÞ, :::, @hn�1wðhÞ
� �

:¼ @wðhÞð Þ @wðhÞð Þ0 ¼ I þruðhÞðruðhÞÞ0

with the coordinates tangent vectors @wðhÞ ¼ TwðhÞ :¼ TðwðhÞÞ: To check this claim
recall that the surface area spaced by the column vectors

@wðhÞ0 :¼ @h1wðhÞ, :::, @hn�1wðhÞ
� �

is equal to the volume of the parallelepided generated by the column vectors

@wðhÞ0,NðwðhÞÞ
� �

:¼ @h1wðhÞ, :::, @hn�1wðhÞ,NðwðhÞÞ
� �

which is given by the determinant of the column vectors, so that

STOCHASTIC ANALYSIS AND APPLICATIONS 59



r@
�w�1

� �
ðdhÞ ¼ j det @wðhÞ0,NðwðhÞÞ

� �
j dh:

On the other hand, we have

@wðhÞ
NðwðhÞÞ0

� �
@wðhÞ0,NðwðhÞÞ
� �

¼

ð@h1wðhÞÞ
0

..

.

ð@h1wðhÞÞ
0

NðwðhÞÞ0

0BBBB@
1CCCCA @h1wðhÞ, :::, @h1wðhÞ,NðwðhÞÞ
� �

¼ @wðhÞð Þ @wðhÞð Þ0 0n�1, 1

01, n�1 1

� �
:

This implies that

j detð@wðhÞ0,NðwðhÞÞÞj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j detðð@wðhÞ0 ,NðwðhÞÞÞ0ð@wðhÞ0,NðwðhÞÞÞÞj

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðð@wðhÞÞð@wðhÞÞ0Þ

q
:

Using the determinant perturbation formula w.r.t. rank-one matrices detðI þ uv0Þ ¼
1þ v0u which is valid for any column vectors u, v 2 R

n we check that

det I þruðhÞruðhÞ0
� �

¼ 1þ jjruðhÞjj2:

This yields the formula

r@
�w�1

� �
ðdhÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðhÞjj2

q
dh:

The mapping F defined in (103) can also be rewritten as a chart �w on DrðEÞ defined
for any ðh, uÞ 2 ðS � ½0, r�Þ defined by

�wðh, uÞ :¼ FðwðhÞ, uÞ ¼ wðhÞ þ u NðwðhÞÞ 2 DrðEÞ:

The Jacobian matrix of �w is given by

Jacð�wÞðh, uÞ ¼ @h1
�wðh, uÞ, :::, @hn�1

�wðh, uÞ,NðwðhÞÞ
� �

:

By Proposition 8.1, we have

@hi
�wðh, uÞ ¼ @hiwðhÞ þ u @hiN

wðhÞ
¼ @hiwðhÞ � u

X
16 k<n

@hkwðhÞ W wðhÞð Þk, i:

This yields the formula

@h1
�wðh, uÞ, :::, @hn�1

�wðh, uÞ
� �

¼ @h1wðh, uÞ, :::, @hn�1wðhÞ
� �

I � u WðwðhÞÞð Þ

from which we check that

jdet Jacð�wÞðh, uÞ
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgðwðhÞÞ

p
det I � u WðwðhÞÞð Þj j:

���
Note that �wðh, 0Þ ¼ wðhÞ, and for any given u< r, the mapping h 7! �wðh, uÞ is a chart

on @Eu: This yields the following proposition. For the convenience of the reader, a
more detailed proof of the next proposition is provided in the appendix on page 85.
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Proposition 8.4. For any u6 r, the surface form r@, u on the boundary @Eu expressed in
the chart h 2 S 7! �wðh, uÞ :¼ FðwðhÞ, uÞ is given by the formula

r@, u
��wð:, uÞ�1

� �
ðdhÞ ¼ det I � u WðwðhÞÞð Þj j r@

�w�1
� �

ðdhÞ
with

det I � u WðwðhÞÞð Þj j

¼ jdet I þ uffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðhÞjj2

q I þruðhÞruðhÞ0
� ��1r2uðhÞ

 !
:j

In addition, the volume form rDrðEÞ on DrðEÞ expressed in the chart �w is given by

rDrðEÞ
��w

�1

 �

ðdðh, uÞÞ ¼ det I � u WðwðhÞÞð Þj j r@
�w�1

� �
ðdhÞ du:

Using Jacobi’s formula for the derivative of determinants, we also have

@u log det I � u WðxÞð Þ ¼ � Tr I � u WðxÞð Þ�1WðxÞ
� �

:

The level-set density function defined in (104) expressed in the chart w is given by
the formula

q@t ðx, rÞ

¼
Ð
S qt x,wðhÞ þ r NðwðhÞÞð Þ det I � r WðwðhÞÞð Þj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgðwðhÞÞÞ

p
dh:

8.4. Boundary decompositions

For some given coordinate index k 2 f1, :::, ng and x ¼ ðxiÞ16 i6 n 2 R
n we set

x�k :¼ ðxiÞi2I with I :¼ f1, :::, ng � fkg

We further assume that

@E ¼ x 2 R
n : x�k 2 S and uðx�kÞ ¼ xk

� �
¼ �u�1ðf0gÞ

is defined as the null level set of some global defining function of the form

�u : x 2 fðxiÞ16 i6 n 2 R
n : x�k 2 Sg 7! �uðxÞ :¼ uðx�kÞ � xk 2 R

for some open domain S � R
n�1:

Example 8.5 (Cylindrical boundaries). Let 16 k6 n1 and n ¼ n1 þ n2 for some n1 > 1

and n2 P 1. Consider a domain S of the form S ¼ ðŜ � R
n2Þ with Ŝ � R

n1�1 and
assume that

8y 2 R
n1 s:t: y�k 2 Ŝ and 8z 2 R

n2 we have uðy�k, zÞ :¼ ûðy�kÞ:

In this situation, the set @E is a cylindrical boundary given by the formula

@E ¼ @Ê � R
n2 with @Ê :¼ y 2 R

n1 : y�k 2 Ŝ and ûðy�kÞ ¼ yk
n o

:
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In this context, the coordinates of the outward normal by

NjðxÞ ¼ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðx�kÞjj2

q 1I ðjÞ @xjuðx�kÞ þ 1kðjÞ ð�1Þ
� �

with the orientation parameter �¼ 1 when E ¼ �u�1ð� �1, 0½Þ; and � ¼ �1 when E ¼
�u�1ð�0, þ1½Þ: In the same vein, the entries Tj

iðxÞ of the tangent vectors TiðxÞ indexed
by i 2 I are given for any 16 j6 n by

Tj
iðxÞ ¼ 1iðjÞ þ 1kðjÞ @xiuðx�kÞ:

Consider the ðn� ðn� 1ÞÞ-matrix

TðxÞ0 :¼ T1ðxÞ, :::,Tk�1ðxÞ,Tkþ1ðxÞ, :::,TnðxÞð Þ:

In this notation, the inner product g(x) on the tangent space Txð@EÞ is given by the
ððn� 1Þ � ðn� 1ÞÞ-square Gramian matrix

gðxÞ ¼ TðxÞTðxÞ0 ¼ I þruðx�kÞruðx�kÞ0

with the gradient column vector

ruðx�kÞ :¼ @xiu x�kð Þ
� �

i2I ¼

@x1u x�kð Þ
..
.

@xk�1u x�kð Þ
@xkþ1u x�kð Þ

..

.

@xnu x�kð Þ

0BBBBBBBBB@

1CCCCCCCCCA
2 R

n�1:

We check this claim using the fact that for any i1, i2 2 I we have

Ti1ðxÞ
0Ti2ðxÞ ¼

X
16 j6 n

1i1ðjÞ þ 1kðjÞ @xi1uðx�kÞ
� �

1i2ðjÞ þ 1kðjÞ @xi2uðx�kÞ
� �

¼ 1i1¼i2 þ @xi1uðx�kÞ @xi2uðx�kÞ:

The parametrization of the hyper surface @E is now given by the chart function

w : h ¼ ðhiÞi2I 2 S 7!wðhÞ 2 @E

with

816 j6 n wjðhÞ :¼ 1I ðjÞ hj þ 1kðjÞ uðhÞ:

For any 16 j6 n and i1, i2 2 I observe that

@hi1wðhÞ ¼ Tw
i1 ðhÞ :¼ Ti1ðwðhÞÞ and @hi1, hi2

wjðhÞ ¼ 1kiðjÞ @hi1 , hi2uðhÞ:

This implies that

@hi1, hi2
wðhÞ


 �0
NðwðhÞÞ ¼ ��

r2uðhÞ
� �

i1, i2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruðx�kÞjj2

q
with r2uðhÞ :¼ @hi1 , hi2uðhÞ

� �
ði1, i2Þ2I 2 :
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We set ð@wðhÞÞ0 :¼ TðwðhÞÞ0 and NwðhÞ :¼ NðwðhÞÞ: In this notation, we also have

@NwðhÞ
� �0
:¼ @h1N

wðhÞ, :::, @hki�1N
wðhÞ, @hkiþ1N

wðhÞ, :::, @hnNwðhÞ

 �

¼ �WðwðhÞÞ :¼ �gðwðhÞÞ�1XðwðhÞÞ with XðwðhÞÞ ¼ ��
r2uðhÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ jjruðhÞjj2
q :

Example 8.6. For the cylindrical boundary discussed in Example 8.5, the inner product

and the Weingarten map on the boundary @Ê are given for any y 2 @Ê by the matrices

ĝðyÞ ¼ Iðn1�1, n1�1Þ þ rûðy�kÞrûðy�kÞ0 and ŴðyÞ :¼ � ĝðyÞ�1 r2ûðy�kÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjrûðy�kÞjj2

q
with the gradient column vector and the Hessian matrix given by

rûðy�kÞ :¼ @yiûðy�kÞ
� �

i2Î

r2ûðy�kÞ :¼ @yi1 , yi�2ûðy�kÞ
� �

i1, i22Î
with Î :¼ f1, :::, n1g � fkg:

Observe that

detðĝðyÞÞ ¼ 1þ jjrûðy�kÞjj2 and r2uðy�k, zÞ ¼
r2ûðy�kÞ 0ðn1�1, n2Þ
0ðn2, n1�1Þ 0ðn2, n2Þ

� �
:

In this case, the inner product and the Weingarten map on the boundary @E are given

for any point x ¼ ðy, zÞ 2 ð@Ê � R
n2Þ by the matrices

gðxÞ ¼ ĝðyÞ 0ðn1�1, n2Þ
0ðn2, n1�1Þ Iðn2, n2Þ

� �
and WðxÞ ¼ ŴðyÞ 0ðn1�1, n2Þ

0ðn2, n1�1Þ 0ðn2, n2Þ

 !
:

Observe that the above matrices are bounded (w.r.t. any matrix norm) as soon as @Ê
is bounded.

More generally, assume that the boundary @E � [i2JOðiÞ � R
n admits a finite cov-

ering by open connected subsets OðiÞ � R
n indexed by some finite set J : In addition,

there exists some local defining smooth functions �ui with non-vanishing gradients on
OðiÞ such that

@EðiÞ :¼ @E \ OðiÞ ¼ �u�1
i f0gð Þ and EðiÞ :¼ E \ OðiÞ ¼ �u�1

i �0,1½ð Þ:

Up to shrinking the set OðiÞ, by the implicit function theorem there is no loss of
generality to assume that the defining functions are given by

�ui : x ¼ ðxiÞ16 i6 n 2 OðiÞ 7! �uiðxÞ ¼ uiðx�kiÞ � xki

for some parameter 16 ki 6 n and some smooth function ui on some ball SðiÞ � R
n�1:

We set I i :¼ f1, :::, ng � fkig: In this notation, the parametrization of the hyper surface
@EðiÞ is now given by the smooth homeomorphism

STOCHASTIC ANALYSIS AND APPLICATIONS 63



wi : h ¼ ðhiÞi2I i
2 SðiÞ 7!wiðhÞ 2 @EðiÞ with wj

iðhÞ :¼ 1I iðjÞ hj þ 1kiðjÞ uiðhÞ:
(133)

The first and second fundamental forms on Txð@EðiÞÞ as well as the Weingarten map
at x 2 @EðiÞ are given by

giðxÞ ¼ I þruiðx�kiÞruðx�kiÞ
0

XiðxÞ ¼ � r2uiðx�kiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruiðx�kiÞjj

2
q and WiðxÞ :¼ giðxÞ�1XiðxÞ:

The atlas A ¼ ðwi,SiÞi2J represents a collection of local coordinate systems of the
boundary @E ¼ [i2J @EðiÞ: In this situation, the surface form on @E and the volume
form rDrðEÞ on DrðEÞ expressed in the atlas A are defined by the formulae

rA@ ðdhÞ :¼
X
i2J

pi wiðhÞð Þ 1SðiÞðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruiðhÞjj2

q
dh

rADrðEÞðdðh, uÞÞ :¼
X
i2J

pi wiðhÞð Þ 1SðiÞðhÞ det I � u WiðwiðhÞÞð Þj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jjruiðhÞjj2

q
du:

In the above display, pi : @E 7! ½0, 1� stands for some partition of unity subordinate
to the open cover of the boundary induced by the atlas.

Example 8.7. Observe that the metric in the graph model discussed in Example 8.2 is not
necessarily bounded. In this context, we can also use for any a < aþ < b� < b a covering
of the form

Oð0Þ ¼ �a, b �R Oð�1Þ ¼½ �b�, þ1 �R and Oð1Þ ¼½ � �1, aþ �R:½

For instance when uðzÞ ¼ z2 and ða, aþ, b�, bÞ ¼ ð�2, � 1, 1, 2Þ we have
@Eð0Þ ¼ fðx1, x2Þ 2� � 2, 2½��4,1½ : x2 ¼ u0ðx1Þg
@Eð1Þ ¼ fðx1, x2Þ 2� �1, � 1½��1, þ1½ : x1 ¼ u1ðx2Þg

@Eð�1Þ ¼ fðx1, x2Þ 2�1,1½��1, þ1½ : x1 ¼ u�1ðx2Þg

with the functions

u0ðzÞ ¼ z2 and 8� 2 f�1, 1g u�ðzÞ ¼ ��
ffiffiffi
z

p
:

Whenever E is the sub-graph of u, the parameter � 2 f�1, 1g plays the role of the orienta-
tion and the outward pointing unit normal vector at x 2 @Eð0Þ and y 2 @Eð�Þ are given by

N0ðxÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4x21
p 2x1

�1

� �
and N�ðyÞ ¼

�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=ð4y2Þ

p �1
��=

ffiffiffiffiffiffiffi
4y2

p
� �

:

The tangent vectors at x 2 @Eð0Þ and at y 2 @Eð�Þ are defined by

T0ðxÞ ¼
1
2x1

� �
and T�ðyÞ ¼ ��=

ffiffiffiffiffiffiffi
4y2

p� �
1

� �
:

The above sub-graphs can be described with 3 charts fw0,wþ1,w�1g defined for any
� 2 f�1, 1g by
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w0 : h 2 ��2, 2 7!w0ðhÞ ¼
h
h2

� �
and w� : h 2

� �
1,1 7!w�ðhÞ :¼

��
ffiffiffi
h

p

h

 !
:

"

In this situation, the tangent vectors are given by

@hw0ðhÞ ¼ T0ðw0ðhÞÞ ¼
1
2h

� �
and @hw�ðhÞ ¼ T� w�ðhÞ

� �
¼ ��=

ffiffiffiffiffi
4h

p� �
1

 !
:

In this context, for any h 2� � 2, 2½ we have

gðw0ðhÞÞ ¼ 1þ 4h2 and Wðw0ðhÞÞ ¼ �2 1þ 4h2ð Þ�3=2
:

In addition, for any h 2�1,1½ we have

gðw�ðhÞÞ ¼ 1þ 1=ð4hÞ and Wðw�ðhÞÞ ¼ �2� 1þ 4hð Þ�3=2
:

Observe that the metric expressed in the chart fw0,wþ1,w�1g is defined in terms of
bounded functions.

Example 8.8. Consider the hyperbolic paraboloid boundary

@E ¼ fðy1, y2, y3Þ 2 R
3 : y3 ¼ y21 þ y22g

¼ @Eð0Þ [ @Eð1, 1Þ [ @Eð1, � 1Þ [ @Eð2, 1Þ [ @Eð2, � 1Þ:

In the above display, @Eð0Þ and @Eði, �Þ with i 2 f1, 2g and � 2 f�1, 1g stands for the
partition defined for any � 2 f�1, 1g by

@Eð0Þ :¼ fy 2 R
3 : ðy1, y2Þ 2 S0 y3 ¼ u0ðy1, y2Þ :¼ y21 þ y22g

@Eð1, �Þ :¼ fy 2 R
3 : ðy1, y3Þ 2 S y2 ¼ u1, �ðy1, y3Þ :¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y3 � y21

p
g

@Eð2, �Þ :¼ fy 2 R
3 : ðy2, y3Þ 2 S y1 ¼ u2, �ðy1, y2Þ :¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y3 � y22

p
g

with the sets

S0 :¼ fðy1, y2Þ 2 R
2 : y21 þ y22 < 2g

S :¼ fðy2, y3Þ 2 R
2 : y3 > 1 jy2j <

ffiffiffiffiffiffiffiffiffiffiffi
3y3=4

p
g:

On the truncated boundary @Eð0Þ we use a single chart defined by

w0 : h ¼ ðh1, h2Þ 2 S0 7!w0ðhÞ ¼
h1
h2

h21 þ h22

0@ 1A 2 @Eð0Þ:

On @Eð1, �Þ we use the chart defined by

w1, � : h ¼ ðh1, h3Þ 2 S 7!w1, �ðhÞ ¼
h1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h21

q
h3

0B@
1CA 2 @Eð1, �Þ:
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Finally, on @Eð2Þ we use the chart defined by

w2, � : h ¼ ðh2, h3Þ 2 S 7!w2, �ðhÞ ¼
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h22

q
h2
h3

0B@
1CA 2 @Eð2, �Þ:

For any h ¼ ðh1, h2Þ 2 S0 we have

@h1w0ðhÞ ¼
1
0
2h1

0@ 1A and @h2w0ðhÞ ¼
0
1
2h2

0@ 1A:

In this chart, the metric is given by

gðw0ðhÞÞ ¼
1þ 4h21 4h1h2
4h1h2 1þ 4h22

� �
and gðw0ðhÞÞ

�1 ¼ 1

1þ 4ðh21 þ h22Þ
1þ 4h22 �4h1h2
�4h1h2 1þ 4h21

� �
:

In addition, the outward pointing unit normal at w0ðhÞ 2 @Eð0Þ is given by

N0 w0ðhÞ
� �

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4ðh21 þ h22Þ

q 2h1
2h2
�1

0@ 1A and X0 w0ðhÞ
� �

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4ðh21 þ h22Þ

q �2 0
0 �2

� �
:

For any h ¼ ðh1, h3Þ 2 S we have

@h1w1, �ðhÞ ¼

1
��h1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h21

q
0

0BBB@
1CCCA and @h3w1, �ðhÞ ¼

0
�

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h21

q
1

0BB@
1CCA:

In this chart, the metric is given by

gðw1, �ðhÞÞ ¼
1þ h21

h3 � h21
� h1
2ðh3 � h21Þ

� h1
2ðh3 � h21Þ

1þ 1

4ðh3 � h21Þ

0BBB@
1CCCA and gðw1, �ðhÞÞ

�1 ¼ 1

1þ h21
h3�h21

þ 1
4ðh3�h21Þ

1þ 1

4ðh3 � h21Þ
h1

2ðh3 � h21Þ
h1

2ðh3 � h21Þ
1þ h21

h3 � h21

0BBB@
1CCCA:

In addition, the outward pointing unit normal at w1, �ðhÞ 2 @Eð1, �Þ is given by

N1, � w1, �ðhÞ
� �

¼ ��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h21

h3�h21
þ 1

4ðh3�h21Þ

r
��h1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h21

q
�1
�

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h21

q

0BBBBBB@

1CCCCCCA and X1, � w1, �ðhÞ
� �

¼ ��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h21

h3�h21
þ 1

4ðh3�h21Þ

r
�h3

ðh3 � h21Þ
3=2

��h1

ðh3 � h21Þ
3=2

��h1

ðh3 � h21Þ
3=2

� �

4ðh3 � h21Þ
3=2

0BBB@
1CCCA:

Finally, for any h ¼ ðh2, h3Þ 2 S we have

@h2w2, �ðhÞ ¼

��h2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h22

q
1
0

0BBB@
1CCCA and @h3w2, �ðhÞ ¼

�

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h22

q
0
1

0BBB@
1CCCA:
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In this chart, the metric and the outward pointing unit normal at w2, �ðhÞ 2 @Eð2, �Þ
are given by

gðw2, �ðhÞÞ ¼
1þ h22

h3 � h22
� h2
2ðh3 � h22Þ

� h2
2ðh3 � h22Þ

1þ 1

4ðh3 � h22Þ

0BBB@
1CCCA and N2, � w2, �ðhÞ

� �
¼ � �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ h22
h3�h22

þ 1
4ðh3�h22Þ

r
�1
��h2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h22

q
�

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3 � h22

q

0BBBBBB@

1CCCCCCA:
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Appendix

Proof of (29)
We have

Ps, sþtðVÞ6V þ
ðsþt

s
�aPs, uðVÞ þ cð Þ du ¼ V þ ct � a

ðt
0
Ps, sþuðVÞ du

and ðt
0
Ps, sþuðVÞ du ¼ tPs, sþtðVÞ �

ðt
0
uPs, sþuðLsþuðVÞÞ duP tPs, sþtðVÞ � ct2=2:

Combining the above estimates, we readily check that

Ps, sþtðVÞ6 ð1þ atÞ�1V þ ct
1þ at=2
1þ at

6 ð1þ atÞ�1V þ ct:

This ends the proof of (29). �

Proof of Lemma 2.14 We have

16 Ps, sþtðVÞ6V �
ðt
0
Ps, sþuðuðVÞÞ � cð Þ du (134)

By Jensen’s inequality

ðPs, sþuðuðVÞÞ � uðVÞÞ=u6 u�1ðuðPs, sþuðVÞÞ � uðVÞÞ

6 u�1 u V þ c u�
ðu
0
ðPs, sþvðuðVÞÞ dv

� �
� uðVÞ

� �
Letting u ! 0 we conclude that

Ls uðVÞð Þ6 ð@uÞðVÞ c� uðVÞð Þ6 c ð@uÞðVÞ
For any s6 u6 t, this implies that

Ps, tðuðVÞÞ6 Ps, u uðVÞð Þ þ c
ðt
u
Ps, vðð@uÞðVÞÞ dv

Integrating u 2 ½s, t� and using (134) we conclude that

ðt � sÞPs, tðuðVÞÞ6
ðt
s
Ps, u uðVÞð Þduþ c jj@ujj ðt � sÞ2

2

6V � Ps, tðVÞ þ c ðt � sÞ þ c jjð@uÞjj ðt � sÞ2

2

� �
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We conclude that

Ps, sþsðVsÞ ¼ Ps, sþsðV þ suðVÞÞ6V þ cs ¼ Vs � suðVÞ þ cs

with the parameter cs defined in (36).
This ends the proof of Lemma 2.14. �

Proof of Lemma 2.1 Set Vq :¼ 1=2þ qV with q 2�0, 1½: We associate with these parameters
the function

Dqðx, yÞ :¼
jjðdx � dyÞPjjVq

jjdx � dyjjVq

6 jjðdx � dyÞMjjtv
1þ qðVðxÞ þ VðyÞÞ þ

qðPðVÞðxÞ þ PðVÞðyÞÞ
1þ qðVðxÞ þ VðyÞÞ :

By (9) (with c¼ 1/2), whenever VðxÞ þ VðyÞP r > r0 we have

Dqðx, yÞ6
1

1þ qðVðxÞ þ VðyÞÞ þ
qðVðxÞ þ VðyÞÞ

1þ qðVðxÞ þ VðyÞÞ �þ 1
r

� �
¼ 1� 1� 1

1þ qðVðxÞ þ VðyÞÞ

� �
1� �þ 1

r

� �� �
:

This yields for any r > r0�r� the estimate

Dqðx, yÞ6 1� d1qðrÞ

with

d1qðrÞ :¼ ð1� �Þ 1� 1
1þ qr

� �
1� r�

r

� �
:

Recalling that VP 1=2 we readily check that PðVÞ=V6 ð1þ �Þ and
VðxÞ þ VðyÞ6 r

) qVðxÞðPðVÞðxÞ=VðxÞÞ þ qVðyÞ ðPðVÞðyÞ=VðyÞÞ
1þ qðVðxÞ þ VðyÞÞ 6 ð1þ �Þ qr

1þ qr
,

This yields for any (x, y) s.t. VðxÞ þ VðyÞ6 r the estimate

Dqðx, yÞ6 1� d2qðrÞ :¼
1� aðrÞ
1þ q

þ ð1þ �Þ qr
1þ qr

:

Choosing

q ¼ qðrÞ :¼ aðrÞ
2ð1þ �Þr )

qr
1þ qr

¼ aðrÞ
2

1

ð1þ �Þ þ aðrÞ
2

we have

d1qðrÞ ¼
aðrÞ
2

ð1� �Þ
ð1þ �Þ þ aðrÞ

2

1� r�
r

� �
< 1,

and

1� d2qðrÞ ¼
1� aðrÞ=2
1þ qðrÞ 6 1� aðrÞ=2:
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We conclude that

bV�, r ðMÞ ¼ sup
x, y2E

Dqðx, yÞ6 ð1� d1qðrÞÞ�ð1� d2qðrÞÞ6 1� a�ðrÞ:

This ends the proof of Lemma 2.1. �

Proof of Proposition 2.16 We have the following almost sure estimate jjrXsðxÞjj2 6 e�ks,
where jjAjj2 stands for the spectral norm of a matrix A. This yields for any x, y 2 R

n the almost
sure estimate

jjXsðxÞ � XsðyÞjj6 e�ks jjx� yjj: (135)

Applying the above to y¼ 0 we find that

PsðVÞðxÞ6 PsðVÞð0Þ VðxÞ1�d with d ¼ 1� e�ks:

Next, we check that PXs ðVÞð0Þ < 1: We have

Xuð0Þ ¼
ðu
0

bð0Þ dsþ r dBsð Þ þ
ðu
0

ð1
0

rbð�Xsð0ÞÞ0 Xsð0Þ d� ds:

This implies that

jjXuð0Þjj6 b uþ jjBujjð Þ þ b
ðu
0

jjXsð0Þjj ds

with b :¼ r�jjbð0Þjj�jjrbjj: Applying Gr€onwall lemma we check that

jjXuð0Þjj 6
law

b uþ jjBujjð Þ þ b2
ðu
0

sþ jjBsjjð Þebðu�sÞ ds:

On the other hand, we haveðu
0
jjBsjj ds ¼ u

ð1
0
jjBusjj ds ¼law u3=2

ð1
0
j Bsjj ds:j

This yields the rather crude estimate

jjXuð0Þjj 6
law

b uþ u1=2 jjB1jj
� �

þ b2 u2=2þ b2ebu u3=2
ð1
0
jjBsjj ds:

For any aP 0 by Jensen’s inequality

E ea
Ð 1

0
j Bsjj dsj Þ 6

ð1
0

E eajjBsjjð Þ ds6 ea
2r=2:

 
It is now an elementary exercise to check that EðevjjXsð0ÞjjÞ < 1: This ends the proof of the

proposition. �

Proof of Proposition 2.17 Consider the function

ftðxÞ :¼ exp 2� e�at WðxÞ � b
1� e�at

a

� �� �
) �@t log ftðxÞ ¼ 2� e�at ðaWðxÞ þ bÞ:
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In the same vein, we check that

@xi ftðxÞ=ftðxÞ ¼ 2� e�at @xiW

@xi , xj ftðxÞ=ftðxÞ ¼ 2� e�at 2� e�at @xiW@xjW þ @xi , xjW

 �

:

This implies that

LðftÞ � @tft
� �

=ft

¼ 2� e�at ðaW þ bÞ þ LðWÞ þ � e�at CLðW,WÞ
� �

:

Combining the above with (41) we find that

LðftÞðxÞ � @tftðxÞ
� �

6� 2 �2 e�at 1� e�atð ÞCLðW,WÞðxÞ ftðxÞ6 0:

This yields the interpolation formula

E f0ðXtðxÞÞ
� �

� ftðxÞ ¼
ðt
0
E @sðft�sðXsðxÞÞÞ
� �

ds6 0:

We check (42) after some elementary manipulations, thus there are skipped. This ends the
proof of the proposition. �

Proof of Proposition 3.5 Notice that

Xh
t ðxÞ ¼

law
�t xþ rt Z ¼ Brt �t xð Þ with �t :¼ e�t and rt :¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� �2t
2

r
and some centered Gaussian random variable Z with unit variance. The conjugate formula (74)
yields the integral operator equation

Qtðx, dyÞ ¼ e�t=2 e�x2=2 1ffiffiffiffiffiffiffiffiffiffi
2pr2t

p exp �ðy� �txÞ2

2r2t
þ y2

2

 !
dy:

Observe that

�ðy� �txÞ2

r2t
þ y2 ¼ � 1

pt
y� �t

1� r2t
x

� �2

þ x2
�2t

1� r2t

with

pt :¼
1� �2t
1þ �2t

¼ tanhðtÞ () @tpt ¼ 1� p2t with p0 ¼ 0: (136)

We check this claim using the fact that

1
r2t

¼ 2
1� �2t

¼ 1þ 1þ �2t
1� �2t

¼ 1þ 1
pt
:

On the other hand, we have

1� r2t
�t

¼ coshðtÞ and @t log coshðtÞ ¼ pt ¼ tanhðtÞ:

This implies thatðt
0
ps ds ¼ log coshðtÞ and

�t
1� r2t

¼ 1
coshðtÞ ¼ exp �

ðt
0
psds

 !
:
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We also have

1� r2t ¼ 1� 1� �2t
2

¼ 1þ �2t
2

) 1� �2t
1� r2t

¼ 1� �2t
1þ �2t

¼ pt:

This implies that

Qtð1ÞðxÞ ¼ e�t=2
ffiffiffiffi
pt

p

rt
exp � x2

2
pt

� �
¼ e�t=2 hðxÞ Pht ð1=hÞðxÞ:

Notice that

e�t=2
ffiffiffiffi
pt

p

rt
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�t

1� �2t
1þ �2t

2
1� �2t

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

1=�t þ �t

s
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

coshðtÞ
p

and

@tmtðxÞ ¼ �pt mtðxÞ and @tpt ¼ 1� p2t with ðm0ðxÞ, p0Þ ¼ ðx, 0Þ:
This ends the proof of the proposition. �

Proof of Proposition 3.6 Notice that

et=2 ex
2=2 Qtðx, dyÞ

¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2t

p exp �ðy� �txÞ2

2r2t
þ y2

2

 !
� exp �ðyþ �txÞ2

2r2t
þ y2

2

 ! !
1 0,1 ðyÞ dy:½½

This implies that

Qtð1ÞðxÞ ¼ e�
x2
2 tanhðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p
�
ð1
0

1ffiffiffiffiffiffiffiffiffi
2ppt

p exp �ðy�mtðxÞÞ2

2pt

 !
� exp �ðyþmtðxÞÞ2

2pt

 ! !
dy:

We conclude that

Qtð1ÞðxÞ ¼ e�
x2
2 tanhðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p � P �mtðxÞ=
ffiffiffiffi
pt

p 6Z6mtðxÞ=
ffiffiffiffi
pt

p� �
¼ 2

e�
x2
2 tanhðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p � P 06Z6 xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinhðtÞcoshðtÞ

p� �
! 0 as x ! 1 or x ! 0 or as t ! 1:

In the above display, Z stands for some centered Gaussian random variable with unit variance.
Note that we have used the fact that

mtðxÞ=
ffiffiffiffi
pt

p ¼ x

coshðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tanhðtÞ

p ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinhðtÞcoshðtÞ

p :
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In addition, we have

�Qtðx, dyÞ ¼ 1

P 06Z6 x=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinhðtÞcoshðtÞ

p
 �
� 1
2
ffiffiffiffiffiffiffiffiffi
2ppt

p exp �ðy�mtðxÞÞ2

2pt

 !
� exp �ðyþmtðxÞÞ2

2pt

 ! !
1 0,1 ðyÞ dy:½½

This ends the proof of the proposition. �

Proof of (52)
The generator of the process (51) is defined by

Lðf Þðq, pÞ ¼ b
p
m

@f
@q

� b
@W
@q

þ r2

2
p
m

 !
@f
@p

þ r2

2
@2f
@p2

:

Recalling that 2pq6 p2 þ q2, we prove that

Vðq, pÞ6 1
2

1
m

þ �

� �
p2 þ �

2
r2

2
þ 1

� �
q2 þWðqÞ

6C?ð�Þ 1þ p2 þ q2 þWðqÞ
� �

with

C?ð�Þ :¼ max
1
2

1
m

þ �

� �
,
�

2
r2

2
þ 1

� �
, 1

( )
:

On the other hand, we have

LðVÞ ¼ b
p
m

@W
@q

þ �
r2

2
qþ � p

 !

� b
@W
@q

þ r2

2
p
m

 !
p
m

þ � q

� �
þ r2

2m

¼ �b
1
m

r2

2m
� �

� �
p2 þ � q

@W
@q

" #
þ r2

2m
:

Under our assumptions, this implies that for any jqjP r we have

LðVÞ6� b
1
m

r2

2m
� �

� �
p2 þ � d WðqÞ þ q2

� �� �
þ r2

2m

6� C?ð�, dÞ 1þ p2 þ q2 þWðqÞ
� �

þ cmð�, dÞ

with

C?ð�, dÞ :¼ b min
1
m

r2

2m
� �

� �
, � d

� �� �
and cmð�, dÞ :¼ C?ð�, dÞ þ

r2

2m
:
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We conclude that for any jqj > r,

ðV�1LðVÞÞðq, pÞ6� C?ð�, dÞ 1þ p2 þ q2 þWðqÞ
� �

� cmð�, dÞ
Vðq, pÞ

6� C?ð�, dÞ 1þ p2 þ q2 þWðqÞ
� �

� cmð�, dÞ
C?ð�Þ 1þ p2 þ q2 þWðqÞ

� �
¼ �C?ð�, dÞ

C?ð�Þ þ cmð�, dÞ
C?ð�Þ

1
1þ p2 þ q2 þWðqÞ

6� C?ð�, dÞ
C?ð�Þ � cmð�, dÞ

C?ð�Þ
1

1þ p2 þ q2

� �
:

We choose r sufficiently large to satisfy

jpj > r or jqj > r

) C?ð�, dÞ
C?ð�Þ � cmð�, dÞ

C?ð�Þ
1

p2 þ q2
P

C?ð�, dÞ
C?ð�Þ � cmð�, dÞ

C?ð�Þ
1
r2

P a :¼ C?ð�, dÞ
2C?ð�Þ > 0,

and we set

Kr :¼ fðq, pÞ 2 R
2 : jpj�jqj6 rg:

In this notation, we have

LðVÞ6� aV 1E�Kr þ sup
Kr

LðVÞ6� aV þ c with c :¼ sup
Kr

LðVÞ þ a sup
Kr

V:

Proof of (77)
Observe that for any 0 < y6 1 and z 2 E ¼�0,1½ we have

sinhðyzÞ6 y sinhðzÞ and sinhðzÞ6 1
2

ez:

This implies thatð1
0

Qtðx, dyÞ
1
y

6 sinhðmtðxÞÞ
e�

x2
2 ðptþe�2t=ptÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p �
ð1
0

ffiffiffiffiffiffiffi
2
ppt

s
exp � y2

2pt

 !
dy:

from which we check thatð1
0

Qtðx, dyÞ
1
y

1�0, 1�ðyÞ6
exp � x2

2 pt þ e�2t

pt


 �
� e�tx


 �
 �
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p :

On the other hand, for any nP 1 we haveÐ1
0 Qtðx, dyÞ yn

6 1
2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p ffiffiffiffiffiffiffi
2
ppt

s
exp � �2t x

2

2pt
� x2

2
pt

 !ð1
0

yn exp y�tx�
y2

2pt

 !
dy:

Notice that

y�tx�
y2

2pt
¼ � 1

2pt
y� �txptð Þ2 þ

x2

2
�2t pt

so that
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ð1
0

Qtðx, dyÞ yn 6 1
2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshðtÞ

p ffiffiffiffiffiffiffi
2
ppt

s

� exp � x2

2
ð1� �2t Þ pt þ

�2t
pt

 ! !Ð1
0 yn exp � 1

2pt
y� �txptð Þ2

� �
dy:

For any nP 1, we conclude that

VðxÞ :¼ xn þ 1=x ) V 2 C1ðEÞ and jjQtðVÞjj < 1:

This ends the proof of (77). �

Proof of Lemma 4.2 To simplify notation, we write Qt instead of Q½U�
t : For any V 2

B1ðEÞ \ DðLÞ we have

QtðVÞ ¼ V þ
ðt
0
QsðLðVÞ � UVÞ ds

6V þ
ðt
0
�a QsðVÞ þ c Qsð1Þ½ � ds ¼ V þ c

ðt
0
Qsð1Þ ds� a

ðt
0
QsðVÞds:

On the other hand, through integration by parts we haveðt
0
QsðVÞds ¼ s QsðVÞ½ �t0 �

ðt
0
s

d
ds

QsðWÞ ds

¼ t QtðVÞ �
ðt
0
s QsðLðVÞ � UV|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

6 c

Þ dsP t QtðVÞ � c
ðt
0
s Qsð1Þds:

This implies that

QtðVÞ6V þ c
ðt
0
Qsð1Þ ds� a t QtðVÞ � c

ðt
0
s Qsð1Þds

 !
from which we conclude that

QtðVÞ6
V

1þ at
þ c
ðt
0
Qsð1Þds ) QtðVÞ6

V
1þ at

þ ct:

This ends the proof of (90). Now, we come to the proof of (91). We have the forward evolu-
tion equation given for any f 2 DðLÞ by

@tQtðf Þ ¼ QtðLUðf ÞÞ:
Applying the above to f¼U we readily check that

@tQtðUÞ6 a0 þ a1 QtðUÞ � QtðU2Þ6 a0 þ a1 QtðUÞ � ðQtðUÞÞ2=Qtð1Þ
from which we find the Riccati estimates

@tQtðUÞ6 a0 þ a1 QtðUÞ � ðQtðUÞÞ2 ) 8t > 0 jjQtðUÞjj < 1:

This ends the proof of the lemma. �

Proof of (87)
By Girsanov theorem we have

QðaÞ
t ðf ÞðzÞ ¼ E f ðX 0

t ðzÞÞ ZtðzÞ 1T0ðzÞ>t


 �
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with the exponential martingale

ZtðzÞ ¼ exp
1
r

ðt
0
aðXsðzÞÞ0 dBs �

1
2r2

ðt
0
jjaðXsðzÞÞjj2 ds

 !
:

By H€older’s inequality, for any non-negative function f on E, any z 2 E and any conjugate
parameters p, q > 1 with 1=pþ 1=q ¼ 1 we have

QðaÞ
t ðf ÞðzÞ6E ZtðzÞq 1T0ðzÞ>t

� �1=q QðaÞ
t ðf pÞðzÞ1=p:

On the other hand, we have

E ZtðzÞq 1T0ðzÞ>t
� �

¼ E �ZtðzÞ exp
qðq� 1Þ

2r2

ðt
0
jjaðXsðzÞÞjj2 ds

 !
1T0ðzÞ>t

 !
6 ctðpÞ :¼ exp

pt

2ððp� 1ÞrÞ2
sup
D

a
� �

with the exponential martingale

�ZtðzÞ ¼ exp
q
r

ðt
0
aðXsðzÞÞ0 dBs �

q2

2r2

ðt
0
jjaðXsðzÞÞjj2 ds

�
:

 
This ends the proof of roof of (87). �

Proof of Lemma 5.2 For any z 2 @E there exists some open ball Bðz, rÞ � R
n with r> 0 and

some C1-mapping g from R
n�1 into R such that

E \ Bðz, rÞ ¼ fx 2 Bðz, rÞ : xn < gðx�nÞg
@E \ Bðz, rÞ ¼ fx 2 Bðz, rÞ : xn ¼ gðx�nÞg with x�n :¼ ðx1, :::, xn�1Þ:

We make the change of variables

Eðz, rÞ :¼ E \ Bðz, rÞ

7! 1ðxÞ :¼ ðx�n, xn � gðx�nÞÞ 2 Oðz, rÞ :¼ 1ðEðz, rÞÞ � ðRn�1 � RþÞ
with Jacobian

r1ðxÞ ¼ Iðn�1Þ�ðn�1Þ �rgðx�nÞ
0 1

� �
:

Observe that

1 : x 2 E0ðz, rÞ :¼ @E \ Bðz, rÞð Þ

) 1ðxÞ ¼ ðx�n, 0Þ 2 O0ðz, rÞ :¼ 1ðE0ðz, rÞÞ � ðRn�1 � f0gÞ:
The inverse is given by

y 2 Oðz, rÞ 7! 1�1ðyÞ ¼ ðy�n, yn þ gðy�nÞÞ 2 Eðz, rÞ

) r1�1ðyÞ ¼ Iðn�1Þ�ðn�1Þ rgðy�nÞ
0 1

� �
:

On the other hand we have

jj1ðxÞ � 1ð�xÞjj ¼ jjx�n � �x�njj2 þ jxn � �xnj þ jgðx�nÞ � gð�x�nÞj
� �2
 �1=2

6 jjx�n � �x�njj2 þ 2jxn � �xnj2 þ 2jjrgjj2jjx�n � �x�njj2
� �1=2

6 cðgÞ jjx� �xjj with cðgÞ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�ð1þ 2jjrgjj2Þ

q
P 1:
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In the same vein, we have

jj1�1ðyÞ � 1�1ð�yÞjj6 cðgÞ jjy� �yjj so that
1

cðgÞ jjy� �yjj6 jj1�1ðyÞ � 1�1ð�yÞjj:

For any x 2 Eðz, rÞ and �x 2 E0ðz, rÞ we have 1ð�xÞ 2 O0ðz, rÞ and

jjx� �xjj ¼ jj1�1ð1ðxÞÞ � 1�1ð1ð�xÞÞjjP 1
cðgÞ jj1ðxÞ � 1ð�xÞjjP 1

cðgÞ j1ðxÞnj:

Taking the infimum of all �x 2 E0ðz, rÞ this implies that

dðx, E0ðz, rÞÞP
1

cðgÞ j1ðxÞnj and dð1�1ðyÞ, E0ðz, rÞÞP
1

cðgÞ jynj

for any x 2 Eðz, rÞ and y 2 Oðz, rÞ: We conclude thatð
Eðz, rÞ

v dðx, E0ðz, rÞÞð Þ dx

¼
ð
Oðz, rÞ

v dð1�1ðyÞ, E0ðz, rÞÞ
� �

jdet 1�1ðyÞ
� �

j dy6 1
cðgÞ sup

y2Oðz, rÞ
det 1�1ðyÞ
� ��� �� ð

Oðz, rÞ
vðynÞ dy < 1:

We end the proof of the lemma by covering @E by finitely many boundary coordinates patches
ðEðzi , riÞ, giÞ16 i6 n, for some zi 2 @E, ri > 0 and some local defining functions gi. �

Proof of Lemma 5.9 Using the change of variable formulaeð
@Er

f ðzÞ r@, rðdzÞ ¼
ð
@E

f z þ rNðzÞð Þ j det I � r WðzÞð Þj r@ðdzÞ

and ð
@E

f ðzÞ r@ðdzÞ ¼
ð
@Er

f z � rNðzÞð Þ j det I þ r WðzÞð Þj r@, rðdzÞ

we check that ð
@Er

f ðzÞ r@, rðdzÞ6 j@ðaÞ
ð
@E

f z þ rNðzÞÞð Þ r@ðdzÞ

and ð
@E

f ðzÞ r@ðdzÞ6 j�@ ðaÞ
ð
@Er

f z � rNðzÞð Þ r@, rðdzÞ:

This yields the estimate ð
@Er

f ðzÞ r@, rðdzÞ6 iðaÞ j@ðaÞ
ð
@E

gðzÞ r@ðdzÞ:

In the same vein, we haveð
@E

f ðzÞ r@ðdzÞ6 iðaÞj�@ ðaÞ
ð
@Er

gðzÞ r@, rðdzÞ:

Integrating w.r.t. the parameter r 2 ½0, a� we check the co-area estimate

a
ð
@E

f ðzÞ r@ðdzÞ6 iðaÞj�@ ðaÞ
ða
0

dr
ð
@Er

gðzÞ r@, rðdzÞ

¼ iðaÞ j�@ ðaÞ
ð
DaðEÞ

gðzÞ dz:

This ends the proof of the lemma. �
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Proof of Proposition 8.4 For any given �h :¼ ð�h1, :::, �hnÞ 2 ðRn�1 � ½0, r�Þ we set �h�n :¼
ðh1, :::, hn�1Þ: In this notation, we have

�w : �h 2 R
n�1 � 0, r½ �

� �
7! �wð�hÞ :¼ Fðwð�h�nÞ, �hnÞ

¼ wð�h�nÞ þ �hn Nðwð�h�nÞÞ 2 DrðEÞ:
The volume form rDrðEÞ on DrðEÞ expressed in the chart �w is given by

rDrðEÞ
��w

�1

 �

ðd�hÞ ¼ j det Jacð�wÞðhÞ
� �

j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det @�wð�hÞ

� �
@�wð�hÞ
� �0
 �r

d�h:

Arguing as above, we have

@�wð�hÞ
� �0 ¼ @�h�n

�wð�hÞ

 �0

, @�hn
�wð�hÞ

� �
2 T�wð�hÞðDrðEÞÞ
� �n

with the tangent vectors

@�h�n
�wð�hÞ


 �0
:¼ @�h1

�wð�hÞ, :::, @�hn�1
�wð�hÞ


 �
and @�hn

�wð�hÞ ¼ Nðwð�h�nÞÞ:

In addition, we have

@�h�n
�wð�hÞ


 �0
¼ @wð�h�nÞ
� �0 þ �hn @ðNðwð�h�nÞÞÞ

� �0 ¼ @wð�h�nÞ
� �0

I � �hn Wðwð�h�nÞÞ
� �

:

This yields the formula

@�h�n
�wð�hÞ


 �
@�h�n

�wð�hÞ

 �0

¼ gðwð�h�nÞÞ I � �hn Wðwð�h�nÞÞ
� �2

from which we check that

@�wð�hÞ
� �

@�wð�hÞ
� �0 ¼ gðwð�h�nÞ I � �hn Wðwð�h�nÞÞ

� �2
0n�1

0 1

 !
:

We conclude thatffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det @�wð�hÞ

� �
@�wð�hÞ
� �0
 �r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgðwð�h�nÞÞ

q
det I � �hn Wðwð�h�nÞÞ
� ��� ��

and therefore

rDrðEÞ
��w

�1

 �

ðd�hÞ ¼ det I � �hn Wðwð�h�nÞÞ
� ��� �� d�hn r@, 0

�w�1
� �

ðd�h�nÞ:

For any given �hn ¼ u 2 ½0, r�, the volume form r@, u on the boundary @Eu expressed in the
boundary chart

�wð:, uÞ : h 2 R
n�1 7! �wðh, uÞ ¼ FðwðhÞ, uÞ 2 @Eu

is given by

r@, u��wð:, uÞ�1
� �

ðdhÞ ¼ det I � u WðwðhÞÞð Þj j r@, 0�w
�1

� �
ðdhÞ:

This ends the proof of the proposition. �
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