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Abstract
Combining recent work on the calculation of exact change point distributions (con-
ditional upon model parameters) via Markov Chain Imbedding and recently developed
simulation methodology, this paper presents generally applicable techniques for the
estimation of change point distributions in the presence of parameter uncertainty. The
proposed approach is both flexible and computationally efficient. Good estimation of
the full posterior distribution of the quantities of interest is provided by the proposed

methods and this is illustrated via a simulation study and application to GNP data.
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1 Introduction

Detecting and estimating the location of structural breaks and change points in time series is
becoming increasingly important as both a theoretical research problem and a necessary part
of applied data analysis. Many parametric and nonparametric approaches to the problem
have been proposed using a wide variety of assumptions about the type of breaks of interest
and the models for the underlying data outside the breaks (see for example, [14, 3, 4, 11, 15],

and references therein). While some of these approaches provide evidence of consistency of
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the estimated change points, and others employ sampling-based state space estimation to
determine location, few consider explicitly the uncertainty associated with either the number
of change points or their location.

In this paper an approach is proposed to characterise uncertainty in the number and
location of change points. Conditional on a given set of parameters, exact distributions
for the change point number and locations are found, and parameter uncertainty is then
incorporated into these distributions through the use of sequential Monte Carlo (SMC).
The SMC is only required for the parameter estimates of the segments (without needing to
sample the locations as well), and thus the Monte Carlo approximation is on a considerably
reduced space. Section 2 summarises the foundations upon which the present work is built;
the proposed methodology is then developed in section 3 and applied in section 4. A brief

discussion concludes the paper.

2 Background

One particular framework to consider change point problems is through hidden Markov
models where the hidden states are associated with the different regimes or segments present
in the data. Change points or structural breaks occur whenever there is a change in the
underlying state. The methods that will be presented here can be applied to general finite
state Hidden Markov Models (including Markov switching models) with the form:

Yy~ f(xt—r:ta Y1:t—1, 0)7

p(xt|x—r+1:t—l70> - p(xt’xt—178)7 = 17"'7T' (1)

For a given set of parameters 6, the data y, from time 1 to time 7" is distributed conditional on
previous data and r previous switching states z;_,., ..., x;_; in addition to the current state
xy . Here, yy .0 = Yuyy - - -, Y, With x4, defined analogously. The switching state is assumed
to follow a first order Markov chain with finite state space X'. A change in the underlying

switching state will be associated with a change point, as considered in [14, 3, 10, 11].



2.1 Exact distributions using Finite Markov Chain Imbedding

Conditional on a given set of parameters, it is possible to calculate the exact change point
distribution of the model given above. This is done by equating change points with the
waiting time distribution of a run. A run of length k in state s is defined to be the consecutive
occurrence of k states that are all equal to s, i.e. 2441 =s,..., 2, = s (c.f. [12], [2]). For
m > 1, let Wi(k,m|0) denote the waiting time of the mth run of length at least & in state s,
and let W (k, m|0) denote the waiting time for the mth run of length at least k of any state
se€X.

When using HMMs, a change point at time ¢ is typically defined to be any time at which
x4_1 # xy, the beginning of a run of length at least one. A special case is given in [3], where
the states are required to change in ascending order. However, a more general definition is
allowed here, where a change point is defined to have occurred when a change persists for
at least k time periods, k > 1. A classic example in which this generalisation is required is
the common definition of a recession, in which two quarters of decline are required (k = 2)
before a recession is deemed to be in progress. Let Ti(k), 1 =1,...,m be the time of the ith
change point under this generalised definition.

By augmenting the state space X with variables that indicate the progress of a run,
in the spirit of finite Markov chain imbedding [13], it is possible to calculate exactly the
distribution of W (k, m|f) using [1]. The change point distribution can then be found using

Plr? = 6] = PIW (k,i) =t + k — 1|0]. (2)

Equation (2) follows because the ith run of length at least k occurs at time ¢ + k — 1 if and
only if the switch into that regime has occurred k — 1 time points earlier as in [1].
However, all the above distributions are conditional on #, which if estimated, as in usual
applications, is also subject to estimation error. It is this estimation error that we wish to
also incorporate into the change point distribution, through the use of Sequential Monte

Carlo samplers.



2.2 Sequential Monte Carlo samplers

In order to deal with parameter uncertainty in a Bayesian framework, we seek to obtain
the marginal posterior distribution of the quantities of interest by “integrating out” the
parameters themselves. It is not feasible to do this analytically in the models of interest.

Sequential Monte Carlo methods are a class of simulation algorithms which provide sam-
ples from a sequence of related distributions by using importance sampling and resampling
techniques. Such methods have been well-studied for approximate solution of filtering and
related problems in Hidden Markov Models, particularly within the signal processing and
econometrics literatures (see [9] and references therein). In fact, such techniques can be
employed much more widely and it was shown by [6] that they can be used to provide collec-
tions of weighted samples which approximate each of an arbitrary sequence of distributions
in turn.

In some situations, it is useful to employ SMC even when a single distribution is of
interest. Particularly if this distribution is complex and difficult to sample from or otherwise
characterise. In the context of Bayesian inference, if one is interested in sampling from the
posterior distribution of # given a collection of data y, for example, one might consider, for

n=1,..., P, a sequence of distributions of the form

T (6) o< p(y|0)™ p(0)

where p(6) corresponds to the prior distribution, p(y|@) to the likelihood and (v,)_; to a non-
decreasing sequence, 0 = 7; < 75 < -+ < vp = 1. The intuition is that 7 is typically easy
to sample (or importance sample) from and this sequence of distributions moves smoothly
from that to the distribution of interest, 7p(0) = p(0|y).

Markov chain Monte Carlo (MCMC; see [17], for example) methods are the standard
for sampling from complex distributions. However, it can be difficult to design MCMC
algorithms which mix rapidly enough to provide good samples from the sharply-peaked
posterior distributions which arise in many Bayesian problems. SMC algorithms can perform
well in this setting as samples do not need to move between modes.

SMC operates by a sequence of mutation and selection operations, in a similar manner

to a genetic algorithm. During iteration n, a weighted sample which targets m,_; is mutated
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and importance weighted so as to provide a weighted sample which targets m,. Resampling
techniques (loosely, the elimination of samples with small weight and replication of those
with larger weights in a systematic fashion which preserves key statistical properties) are
also employed to retain stability. Unlike MCMC, SMC employs a population of samples at
each iteration and consequently does not require that the mutation step has good global
mixing properties.

Considerable freedom exists within the mutation step. For simplicity, we have employed
a simple default strategy of using m,-invariant Markov kernels during iteration n of the
algorithm. This approach allows for particularly simple evaluation of the importance weights
following the strategy of [6] and works adequately provided that these Markov kernels allow

for a reasonable local exploration of the distribution.

3 Methodology

In real problems the model parameters are themselves uncertain. In order to avoid under-
estimating the uncertainty in the number, location and character of the changepoints this
uncertainty must be taken into account. It has not proved possible to obtain analytical
expressions for the marginal distribution of the changepoints given the data and prior distri-
butions over the parameters in any degree of generality. Consequently, analyses thus far have
consider maximum likelihood estimates of these parameters, together with some sensitivity
analysis [1].

When analytical techniques have been exhausted, the next step is typically to invoke
numerical integration or simulation-based techniques. Naive Monte Carlo strategies would
proceed via a data augmentation approach. That is, simulate from the joint posterior dis-
tribution of the latent state sequence and the parameters of interest, perhaps using MCMC
or some other technique to provide these samples. One deficiency of this approach is that it
seems wasteful to simulate from such a distribution given that the state sequence is a high-
dimensional nuisance parameter and is not needed to calculate the quantities of interest.
Furthermore, the latent state sequence is often large as well as highly correlated and it is

typically difficult to devise efficient samplers for such situations. That is, not only is effort



expended in estimating a high-dimensional parameter vector in which we are not interested
but the inclusion of this parameter vector can make the estimation of the parameters in
which we are interested somewhat harder.

The idea that one should use as little Monte Carlo as possible, even when it is necessary
to invoke such methods (or that “the only good Monte Carlo is a dead Monte Carlo”) dates
back at least to [18]. This idea has been widely advocated in the SMC literature in the
context of HMM estimation in the guise of Rao-Blackwellised Particle Filters (e.g. [9]) and
under other names.

We propose to combine the techniques described in the previous section to provide sam-
ples from p(f|y) without ever simulating the latent state sequence and then to combine
this sample with the exact conditional changepoint distribution to provide a Monte Carlo
estimate of the marginal posterior distribution of the quantities of interest.

The key point is that the FMCI approach provides access to the two quantities which

are required:

p(yl) and p(m, T1.,16, )

where m is the number of changepoints and 7., is the vector of m changepoint locations.
Given a weighted sample (W, Qi)i]\il which is properly weighted to target p(f|y) we use
the fact that
pm. nly) = [ plm, 70l )08l

to make the approximation:

N
pN(m, Tim|y) = Z Wip(m, T1.m|0", y).

i=1
By expressing p(m, Ti.m|y) as an expectation, E,y, [p(m, Ti.,| X, v)], under p(z|y) this re-
duces the estimation of the distribution of interest to the standard Monte Carlo problem
of approximating an integral and consequently standard SMC convergence results can be
applied (see [5], for an overview).

This is a standard variance reduction technique: any quantity of interest may be cast

as an expectation with respect to the joint distribution p(m,Ty.,,0|y) and via the tower



property, for any measurable ¢:
E[¢(m, T1:m)] = E[E[¢(m, T1.n)|0]]

In contrast to more direct Monte Carlo techniques, the proposed method uses the analytic
conditional distribution to calculate the inner expectation. It’s trivial to show via the law of
total variance that using this in place of additional Monte Carlo simulation can only reduce
the variance (of an estimator obtained from a sample of fixed size).

In order to specify the SMC sampler it is necessary to specify a number of things, including
a mutation kernel which moves the samples obtained at time n — 1 during iteration n and the
importance weighting which depends upon that mutation kernel and the precise extended
space construction employed within the sampler. Algorithm 1 provides a general specification
which can be employed directly for real problems.

Some explanation of the algorithm’s details are probably required. First, resampling is
a stochastic procedure by which samples with larger weights are replicated and those with
smaller weights are eliminated, the importance weights are set to 1/N and the resulting
sample remains correctly weighted to target the distribution of interest. There are a number
of ways of doing this. The simplest, multinomial resampling, is to sample N times from the
weighted empirical distribution but this increases the variance rather more than is necessary.
Approaches to resampling were compared in [8].

The purpose of resampling is to stabilise the algorithm by preventing the variance of
the importance weights (and hence that of related estimators) from becoming too large. As
it increases the Monte Carlo variance it is desirable to avoid resampling too often. The
effective sample size (ESS) is a criterion which provides an approximation of the number
of independent samples from the target distribution that would be required to provide an
estimate of comparable variance which has been used in similar contexts since [16]. The idea
being that resampling becomes necessary as the variance of the importance weights increases
and the ESS provides a proxy for that unknown variance. Theoretical analysis of algorithms
which resample only according to such criteria is provide by [7].

It may seem odd that the algorithm weights and resamples prior to the mutation step.

This is possible because the precise construction used in the algorithm leads to importance



Algorithm 1 Outline of the SMC/FMCI changepoint algorithm.

Initialisation:
Sample 0% ~ ¢, fori =1: N.

For each i, calculate

Leil)wihwl@l = fracp(6h)q(6h).
AR th wi(61) = fracp(61)q(61)

If ESS(W;) < Threshold then resample.

Wi =

Iteration:
Forn=2to P

For each i, calculate weight

7Tn<0fzf1)

N
————— gsuch that Wi =1.
anl(eﬁz—l) Z "

i=1

7 7
Wi Wi x

If ESS(W,,) < Threshold then resample.
Sample each 0! ~ K, (0% _,,-) where K, is a m,-invariant Markov kernel.
End for

Calculation and Output:

Calculate
N

p(m, 7-I:m) = Z qu p(ma Tl:m‘ya 9;)

=1




weights which are independent of the new location. Resampling before rather than after
mutation is consequently possible and increases the diversity of the resulting sample. This

has been discussed previously by, for example, [6].

4 Results

This section presents results obtained by applying the presented methodology on data as-
sumed to be generated from a Markov Mixture model and an Markov switching AR model.
We consider a variety of simulated data in the Markov Mixture model case where the change
points are fixed and the parameters used to generate the data are known. For the Markov
switching AR model, we apply our methodology to the GNP data supplied in [14] in deter-

mining the starts and ends of recessions.

4.1 Markov Mixture model

For a Markov Mixture distribution, the distribution of the output is defined as follows
yel (Xe = 0) ~ fo,()

where 6; are the parameters associated with the distribution f, ¢ € X', and X, is first order

Markovian.

4.1.1 Simulated Results

The following datasets are generated from a two state Gaussian Markov Mixture distribution,
that is Y; ~ N (1, 0%) or N(ug,03). In order to determine whether the results are plausible,
we fix the underlying Markov Chain and in turn, we are able to determine where the change
points are said to have occurred for a particular regime.

The model parameters of uncertainty are the two means, variances and transition proba-
bilities of the underlying MC. We used 1000 particles and 100 distributions in approximating
the posterior of the model parameters. We used as prior distributions the Normal, Gamma
and Dirichlet for the means, precisions and transition probabilities respectively. The algo-

rithm was initialised by sampling from these prior distributions during the first iteration. A



Random Walk Metropolis Hastings (RW-MH) strategy was used to propose new parameter
values with the precisions and transition probabilities being treated on log-Normal and logit
scales, respectively due to the conditions that they must satisfy.

Our fixed underlying MC has the statespace {1,2} and we are particularly interested in
the change point switches into the regime consisting of a run of length 5 in state 1. That is
s = 1, k = 5 in this case. Let us refer to this regime of interest as “stable” for simplicity.
The data set contains only 3 occurrences of the stable regime. As a comparison, we also
compute the exact change point distribution under the posterior mean of the particles, that

is the weighted average of the particles.

Figure 1 displays the results of the algorithm to three datasets where it progressively
becomes harder to identify the location of the change points by inspection of the data. Our
results concur with this as the probability that there were at at least 3 occurrences of stable
regimes diminishes (as seen in (a),(b) & (c)) and the probability of the start and ends of
the regime become less sharply peaked ((d),(e) & (f))). We observe also, particularly in
(f) just before time 100, some other regime starts are signalled, with fairly small non-zero
probabilities. This, in turn, results in more than presence of more than three occurences
being assigned a small positive probability.

Comparing our approach to an exact distribution approach using a plug-in estimate of
the parameters corresponding to the estimated posterior mean, we observe particularly in
the 2nd and 3rd column, that the full SMC framework approach allows us to incorporate
the general variability amongst all the calculated exact change point distributions. In the
2nd column case, this can be seen with a lower probability for 3 occurrences of the stable
regime in (b) for the SMC case. In (e), the probability of the 2nd regime starting around
time 150 is slightly less pronounced in the SMC case. In the 3rd column, where the exact
change point distribution via posterior means does not seem to detect any of the change
points whilst the SMC approach does, (f), this again captures the variability amongst the
distributions reflecting that there are parameter values with significant posterior mass which

are consistent with these changes. This perhaps highlights the need to calculate a general
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Figure 1: The complete methodology applied to a variety of simulated data from a 2 compo-

nent Markov Mixture distribution. As the separation between the regimes (and their model

parameters) becomes less, there is greater uncertainty in the locations of the change points.
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change point distribution which incorporates parameter uncertainty as opposed to using a

single exact distribution for one parameter setting.

4.2 Markov Switching AR model

For a Markov Switching AR model, y; is dependent not only upon x; but also on previous
values of y.,_1. When there is a direct dependence on the previous r output values, we
denote this as MS-AR(r). A particular case of an MS-AR(r) model is Hamilton’s MS-AR(r)
model. Hamilton’s MS-AR(r) model for observed data y; is defined as

Y — Moy = 2t
Z o= gzt oz ++ea, ¢~ N(0,07)

where the mean p switches according to the hidden state x;. The data without the mean
follows a standard autoregressive model of order r, with parameters ¢4, ..., ¢, and error term

€;, which is assumed to follow a Normal distribution with mean 0 and variance o?.

4.2.1 GNP Data

Hamilton’s GNP data [14] uses the differenced quarterly logarithmic GNP between the time
periods 1951:1I1 to 1984:1V. The data is found to be adequately modelled by the aforemen-
tioned Hamilton’s MS-AR(4) model where y; represents the logged and differenced GNP
data. The data is of particular interest in determining the start and ends of business cycles,
namely when a recession begins and ends.

The state space of { X;} consists of two states; 0, corresponding to a regime of falling GNP
and 1, corresponding to a regime of growing GNP. A widely held definition of a recession is
that it is said to be in progress when there are two consecutive periods of falling GNP; we
thus classify a recession to have started when it preceded by a run length of 2 in state 0, that
is s = 0, k = 2. Since the determination of the starts and ends of recession has only been
performed qualitatively by NBER (denoted by the red and blue dotted lines respectively in
graphs), this makes this an ideal dataset with which to compare our results, and ultimately

quantify the uncertainty of these determinations.
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The SMC component of our methodology consists in estimating the means associated with
each state, the variance and transition probabilities. We use the same priors and proposal
setup as outlined in subsection 4.1.1 for the means, variances and transition probabilities. As
AR coefficients can be highly influential on the other parameter estimates and thus our final
general change point distribution, our primary goal is to examine the effect of AR parameter
estimation error on change point distributions.

We firstly constrain the AR coefficients to the maximum likelihood estimates (MLE) as in
[14], throughout the entirety of the SMC algorithm, and estimate all other model parameters.
This allows an examination of the effect of parameter uncertainty in all parameters except
AR parameters. The second approach samples the AR coefficients from a tight prior centered
around Hamilton’s MLE estimates initially, and proposing moves on these coefficients with a
small variance. To ensure stationarity holds, we consider working with the (complex) roots
of the AR parameters, and in turn the associated moduli and arguments. A uniform tight
prior is used, and RW-MH proposals are performed on the logit scale for the moduli. This
thus allows us to account for some slight variation in the AR coefficients, and examine how
this affects the resulting general change point distribution.

In approximating the posterior distribution of the model parameters under SMC, 1000
particles and 100 time steps were used. We compare our results, the general change point
distributions via our methodology under the two discussed cases, with those using Hamil-
ton’s MLE estimates where an exact distribution is obtained as no parameter uncertainty is

considered.

Both sets of approaches firstly largely concur with the qualitative determinations of
recessions starts and ends with the respective change point probabilities for the start and end
of regimes being centred and peaked around these times (Figure 2(d) & (e)). In addition, the
suggested number of occurrences of recessions (7 according to NBER), occurs with reasonably
high probabilities (Figure 2(b) & (c)). In comparison with using the MLE estimates solely,
we note that the general output is similar with some features being more pronounced than

others in the change point probability graphs (d) & (e), which accounts for the additional
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(a) Hamilton’s GNP quarterly data from 1951:IT to 1984:IV. Red and blue lines denote start

and ends of recession respectively according to NBER.

Fixed AR parameters Varying AR priors

Iqeee e ey o sMc SH++++++ o sMC
+ + MLE o + + MLE
00 o
o
°

o

o | o |
S ]

o | < |
= S

Probability
Probability

0.4
I

0.2
2

°

¥ +
24 iﬁ?@e»e«aeaeae»@«a = tT?9%000000 0
T T T T T T T T
5 10 15 20 5 10 15 20
No CPs No CPs
(b) Probability of at least w recessions (c) Probability of at least w recessions
.y MLE
] — P(Start)
@ | g - — .P(End)
2 9 | % | |
£z
4 ©
£ 3 g 3
g m -
<
o o
S ; ; ; : ; ; ; T T T T T T T
1950 1955 1960 1965 1970 1975 1980 1985 1950 1955 1960 1965 1970 1975 1980 1985
o SMC SMC
S .
® | «© 4
(=} o
2 o ) | |
= g 3
% ©
HEE g 31
o | ]
3
o
S © T T T T T T T
1950 19‘55 19‘60 1{;65 19‘70 19‘75 19‘80 1&;85 1950 1955 1960 1965 1970 1975 1980 1985
Time Time
(d) Plot of the CP probability of a recession starting | (e) Plot of the CP probability of a recession starting
(black) and ending (red) at each quarter (black) and ending (red) at each quarter

Figure 2: Methodology applied to Hamilton’s GNP data in two cases: fixing the AR parame-
ters (left) and allowing some slight variation in the AR coefficients (right). Both cases concur
with NBER qualitative starts and ends of recessions and are similar to results via an MLE
approach. Differences between the MLE approach and each other, reflect the uncertainty

associated with the parameters and the AR coefficients.
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uncertainty from the parameters. The difference between the exact and general distribution
is more apparent in the probability of the number of recessions, with the general approach
being generally flatter, accounting for the associated uncertainty of the model parameters.
Introducing the slightest variation on the AR coefficients as in our two considered ap-
proaches, thus appears to be highly influential on the resultant general change point distribu-
tion. As observed in (b) & (c), the uncertainty in the number of recessions drops noticeably
when uncertainty in the AR coefficients is introduced, over just having uncertainty in other

parameters.

5 Conclusion

The main contribution of this paper is a method for Bayesian estimation of the distribu-
tion of change points in the presence of parameter uncertainty. A generic algorithm has
been developed, although considerably greater flexibility is available. Proof-of-concept sim-
ulation results indicate that the method is effective, while preliminary real data analysis
demonstrates that parameter uncertainty cannot be safely ignored. Future work will further
develop the simulation framework and discuss the development of simulation algorithms for

specific problems in detail.
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