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- Many complex dynamical multi-agent systems make use of continuous-time strong Markov processes with an hybrid state space:
- one state component evolves in $\mathbb{R}^{d}$,
- the other state component evolves in a discrete set,
- and each component may influence the evolution of the other component.
- Our motivation is to estimate the probability that the continuous component hits a critical set.
- We use a splitting technique adapted to the context of switching diffusions: the sampling per mode algorithm introduced by Krystul in [Krystul, 2006]
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## SWITCHING JUMP DIFFUSION
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- $Z_{t}$ starts at $t=0$ in $D_{0} \times \mathbb{M}$ with known initial probability $\eta_{0}$

■ Let $A \subset \mathbb{R}^{d}$ be a closed critical region in which $X_{t}$ could enter but with a very small probability.

- If $T_{A}$ denotes the hitting time of $A$, we would like to estimate $\mathbb{P}\left(T_{A} \leq T\right)$ with $T$ a deterministic or a stopping time.
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- With $B=A \times \mathbb{M}$ and $B_{k}=D_{k} \times \mathbb{M}$, we define for $k=1, \cdots, n$

$$
T_{k}=\inf \left\{t \geq 0: Z_{t} \in B_{k}\right\}=\inf \left\{t \geq 0: X_{t} \in D_{k}\right\}
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which satisfy $0=T_{0} \leq T_{1} \leq \cdots \leq T_{n}=T_{B}$.

- Then

$$
\mathbb{P}\left(T_{A} \leq T\right)=\mathbb{P}\left(T_{B} \leq T\right)=\prod_{k=1}^{n} \mathbb{P}\left(T_{k} \leq T \mid T_{k-1} \leq T\right)
$$

where conditional probabilities are not very small.
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- We have the decompositions

$$
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- So, instead of starting the algorithm with $N$ particles randomly distributed, we draw in each mode $j$, a fixed number $N^{j}$ particles and at each resampling step, the same number of particles is sampled for each visited mode.
■ Obviously, the total number of particles can change at each time some mode is not visited, or empty mode is visited afresh.
- Let $\widehat{N}_{k}$ and $N_{k}$ denote the total numbers of particles $\widehat{\xi}_{k}$ and $\xi_{k}$, and $\omega_{k}^{j, N}$ the weights associated with the modes, we have the evolution scheme
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$$

where $J_{k}$ denotes the set of non empty modes at step $k$
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■ Now, we are addressing the asymptotic behaviour of our estimator as $N \rightarrow \infty$.

- To obtain a law of large numbers, we followed the [Del Moral 2004]'s approach based on a martingale decomposition,
- and for the central limit theorem, we used a CLT for triangular arrays developed in [Le Gland \& Oudjane, 2006]
- Before the statement of the two theorems, we need some notations:
- $N_{\text {inf }}=\inf _{j \in \mathbb{M}} N^{j}$
- let $N \rightarrow \infty$ in such a way that each $\rho_{j}:=N^{j} / N$ are "preserved"
- this implies that $N_{\text {inf }} \rightarrow \infty$.
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## LLN FOR NORMALIZED MEASURES

For any $n \geq 0$ and any bounded function $f$, we have

$$
\begin{aligned}
& \sup _{f:\|f\|_{\infty} \leq 1}\left|\mathbb{E}\left[\eta_{n}^{N}(f) 1_{\left\{N_{n}>0\right\}}-\eta_{n}(f)\right]\right| \leq \frac{b(n)^{2}}{N_{\text {inf }}}+a(n) e^{-N_{\text {inf }} / c(n)} . \\
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\frac{W_{n+1}}{\mathbb{P}^{2}\left(T_{n}<T\right)}=\sum_{q=0}^{n+1} \Omega_{q}\left(\frac{1}{P_{q}}-1\right)+\sum_{q=0}^{n+1} \frac{\Omega_{q}}{P_{q}}\left[\frac{\widehat{\eta}_{q}\left(\left[\Delta_{q}^{n} \circ \pi\right]^{2}\right)}{\widehat{\eta}_{q}^{2}\left(\Delta_{q}^{n} \circ \pi\right)}-1\right]
$$

with

## Main Theorems: Central Limit Theorem

## Theorem (Central Limit Theorem)
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converges in law to a Gaussian random variable with mean 0 and variance $W_{n+1}$, where

$$
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with

$$
\Omega_{q}=\sum_{j \in \mathbb{M}}\left(\omega_{q-1}^{j}\right)^{2} \rho_{j}^{-1}=1+\chi^{2}\left(\omega_{q-1}, \rho\right),
$$

and

$$
\Delta_{q}^{n}(t, z)=\mathbb{P}\left(T_{n} \leq T \mid T_{q}=t, Z_{T_{q}}=z\right) .
$$
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■ However, to gain more time of simulation, we can:

- use importance sampling technique to make rare switches more frequent,
- or aggregate the modes in order to decrease the complexity (for large scale distributed hybrid systems).
- Thus, we need to extend the previous results.
- A better comprehension of the expression of $W_{n+1}$ could help the choice of the $N^{j}$ regarding the cost of the algorithm.
- This algorithm is implemented in a software developed by National Aerospace Laboratory (NLR) and used to evaluate the safety characteristics of an arbitrary (new) operational Air Traffic Management concept [Blom, 2009].
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