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#### Abstract

We analyze the robustness properties of the Snell envelope backward evolution equation for the discrete time optimal stopping problem. We consider a series of approximation schemes, including cut-off-type approximations, Euler discretization schemes, interpolation models, quantization tree models, and the stochastic mesh method of Broadie and Glasserman. In each situation, we provide nonasymptotic convergence estimates, including $\mathbb{L}_{p}$-mean error bounds and exponential concentration inequalities. We deduce these estimates from a single and general robustness property of Snell envelope semigroups. In particular, this analysis allows us to recover existing convergence results for the quantization tree method and to improve significantly the rates of convergence obtained for the stochastic mesh estimator of Broadie and Glasserman. In the second part of the article, we propose a new approach based on a genealogical tree approximation model of the reference Markov process in terms of a neutral-type genetic model. In contrast to Broadie-Glasserman Monte Carlo models, the computational cost of this new stochastic approximation is linear in the number of particles. Some simulation results are provided and confirm the interest of this new algorithm.
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1. Introduction. The evaluation of optimal stopping time of random processes, based on a given optimality criterion, is one of the major problems in stochastic control and optimal stopping theory, particularly in financial mathematics with American options pricing and hedging. The present paper is restricted to the case of the discrete time optimal stopping problem corresponding in finance to the case of Bermudan options.

It is well known that the price of Bermudan options giving the opportunity to exercise a payoff $f_{k}$ at discrete dates $k=0, \ldots, n$ can be calculated by a backward dynamic programming formula. This recursion consists in comparing at each time step $k$ the immediate payoff $f_{k}$ and the expectation of the future gain (or the so-called continuation value), which precisely involves the Markov transition $M_{k+1}$ of the underlying assets process $\left(X_{k}\right)$.

The first objective of this paper is to provide a simple framework to analyze in unison most of the numerical schemes currently used in practice to approximate the Snell envelope, which are precisely based on the approximation of the dynamic programming recursion. The

[^0]idea is to analyze the related approximation error in terms of robustness properties of the Snell envelope with respect to the pair parameters $\left(f_{k}, M_{k}\right)$. Hence, we include in our analysis approximation schemes which are defined in terms of some approximate pairs of functions and transitions $\left(\widehat{f}_{k}, \widehat{M}_{k}\right)_{k \geq 0}$. After stating the robustness lemma (Lemma 2.1) in section 2, we deduce from it nonasymptotic convergence theorems, including $\mathbb{L}_{p}$-mean error bounds and related exponential inequalities for the deviations of Monte Carlo-type approximation models.

In section 3, that approach allows us to derive nonasymptotic error bounds for deterministic approximation schemes such as cut-off techniques, Euler-type discrete time approximations, quantization tree models, interpolation-type approximations and then recover or improve some existing results or in some cases provide new bounds. We emphasize that this non asymptotic robustness analysis also allows us to combine in a natural way several approximation models. For instance, under appropriate tightness conditions, cut-off techniques can be used to reduce the numerical analysis of the Snell envelope to compact state spaces and bounded functions $\widehat{f}_{n}$. In the same line of ideas, in designing any type of Monte Carlo approximation model, we can suppose that the transitions of the chain $X_{n}$ are known, based on a preliminary analysis of Euler-type approximation models.

In section 4, we focus on two kinds of Monte Carlo importance sampling approximation schemes. The first one is the stochastic mesh method introduced by Broadie and Glasserman in their seminal paper [5] (see also [24] for some recent refinements). The principal idea of that methodology is to operate a change of measures to replace conditional expectations by simple expectations involving Markov transition densities with respect to some reference measures. The number of sampled points with respect to the reference measures $\eta_{n}$ required by this model can be constant in every exercise date. This technique avoids the explosion issue of the naive Monte Carlo method. As with any full Monte Carlo-type technique, the main advantage of their approach is that it applies to high-dimensional Bermudan options with a finite but possibly large number of exercise dates. In [5], the authors provided a set of conditions under which the Monte Carlo importance scheme converges as the computational effort increases. However, the computing time grows quadratically with the number of sampled points in the stochastic mesh. In this context, in section 4.2 , we provide new nonasymptotic estimates, including $\mathbb{L}_{p}$-mean error bounds and exponential concentration inequalities. Our analysis allows us to derive (4.7), improving significantly existing convergence results (see [5] or [1]).

The second type of Monte Carlo importance sampling scheme discussed in this article is another version of the Broadie-Glasserman model, called average density in their original article. The main advantage of this strategy comes from the fact that the sampling distribution $\eta_{n}$ can be chosen as the distribution of the random states $X_{n}$ of the reference Markov chain, even if the Radon-Nikodym derivatives $R_{n}(x, y)=\frac{d M_{n}(x, \cdot)}{d \eta_{n}}(y)$ are not known explicitly. Here, we assume only that the Markov transitions $M_{n}(x, \cdot)$ are absolutely continuous with respect to some measures $\lambda_{n}$. We can then approximate these functions with empirical measures. In this situation, we can recover an approximation similar to the original stochastic mesh method, except that the Radon-Nikodym derivatives $R_{k+1}\left(\xi_{k}^{i}, \xi_{k+1}^{j}\right)$ are replaced by approximations. The stochastic analysis of this particle model is provided in the second part of section 4.2 and follows essentially the same line of arguments as that of the Broadie-Glasserman model.

In the final part of the article, section 5, we present a new Monte Carlo approach based on the genealogical tree evolution model associated with a neutral genetic model with mutations
given by the Markov transitions $M_{n}$. The main advantage of this new strategy comes from the fact that the computational effort of the algorithm is now linear in the number of sampled points. We recall that a neutral genetic model is a Markov chain with a selection/mutation transition. During the mutation phase, the particles explore the state space independently according to the Markov transitions while the selection step induces interactions between the various particles. This type of model is frequently used in biology and genetic algorithms literature (see, for instance, [16] and the references therein).

An important observation concerns the genealogical tree structure of the genetic particle model that we consider. The main advantage of this path particle model comes from the fact that the occupation measure of the ancestral tree model converges in some sense to the distribution of the path of the reference Markov chain. It is also well known that the Snell envelope associated with a Markov chain evolving on some finite state space is easily computed using the tree structure of the chain evolution. Therefore, replacing the reference distribution $\mathbb{P}_{n}$ by its $N$-approximation $\mathbb{P}_{n}^{N}$, we define an $N$-approximated Markov model whose evolutions are described by the genealogical tree model defined above. We can then construct the approximation $\widehat{u}_{k}$ as the Snell envelope associated with this $N$-approximated Markov chain. Several estimates of convergence are provided in section 5. Finally, some numerical simulations are performed, illustrating the interest of our new algorithm.
2. Preliminary. In a discrete time setting, the problem is related to the pricing of Bermuda options and is defined in terms of a given real-valued stochastic process $\left(Z_{k}\right)_{0 \leq k \leq n}$, adapted to some increasing filtration $\mathcal{F}=\left(\mathcal{F}_{k}\right)_{0 \leq k \leq n}$ that represents the available information at any time $0 \leq k \leq n$. For any $k \in\{0, \ldots, n\}$, let $\mathcal{T}_{k}$ be the set of all stopping times $\tau$ taking values in $\{k, \ldots, n\}$. The Snell envelope of $\left(Z_{k}\right)_{0 \leq k \leq n}$ is the stochastic process $\left(U_{k}\right)_{0 \leq k \leq n}$ defined for any $0 \leq k<n$ by the following backward equation:

$$
U_{k}=Z_{k} \vee \mathbb{E}\left(U_{k+1} \mid \mathcal{F}_{k}\right)
$$

with the terminal condition $U_{n}=Z_{n}$, where $a \vee b=\max (a, b)$. The main property of this stochastic process is that

$$
\begin{align*}
U_{k} & =\sup _{\tau \in \mathcal{T}_{k}} \mathbb{E}\left(Z_{\tau} \mid \mathcal{F}_{k}\right)=\mathbb{E}\left(Z_{\tau_{k}^{*}} \mid \mathcal{F}_{k}\right)  \tag{2.1}\\
\text { with } \quad \tau_{k}^{*} & =\min \left\{k \leq l \leq n: U_{l}=Z_{l}\right\} \in \mathcal{T}_{k}
\end{align*}
$$

At this level of generality, in the absence of any additional information on the filtration $\mathcal{F}$ or on the terminal random variable $Z_{n}$, no numerical computation of the Snell envelope is available. To get one step further, we assume that $\left(\mathcal{F}_{n}\right)_{n \geq 0}$ is the natural filtration associated with some Markov chain $\left(X_{n}\right)_{n \geq 0}$ taking values in some sequence of measurable state spaces $\left(E_{n}, \mathcal{E}_{n}\right)_{n \geq 0}$. Let $\eta_{0}=\operatorname{Law}\left(X_{0}\right)$ be the initial distribution on $E_{0}$, and define by $M_{n}\left(x_{n-1}, d x_{n}\right)$ the elementary Markov transition of the chain from $E_{n-1}$ into $E_{n}$. We also assume that $Z_{n}=f_{n}\left(X_{n}\right)$ for some collection of nonnegative measurable functions $f_{n}$ on $E_{n}$. In this situation, the computation of the Snell envelope amounts to solving the following backward functional equation:

$$
\begin{equation*}
u_{k}=\mathcal{H}_{k+1}\left(u_{k+1}\right)=f_{k} \vee M_{k+1}\left(u_{k+1}\right) \tag{2.2}
\end{equation*}
$$

for any $0 \leq k<n$, with the terminal value $u_{n}=f_{n}$. In the above displayed formula, $M_{k+1}\left(u_{k+1}\right)$ stands for the measurable function on $E_{k}$ defined for any $x_{k} \in E_{k}$ by the conditional expectation formula

$$
\begin{aligned}
M_{k+1}\left(u_{k+1}\right)\left(x_{k}\right) & =\int_{E_{k+1}} M_{k+1}\left(x_{k}, d x_{k+1}\right) u_{k+1}\left(x_{k+1}\right) \\
& =\mathbb{E}\left(u_{k+1}\left(X_{k+1}\right) \mid X_{k}=x_{k}\right) .
\end{aligned}
$$

Let $\mathcal{H}_{k, l}=\mathcal{H}_{k+1} \circ \mathcal{H}_{k+1, l}$, with $k \leq l \leq n$, be the nonlinear semigroups associated with the backward equation (2.2). We use the convention $\mathcal{H}_{k, k}=\mathrm{Id}$, the identity operator, so that $u_{k}=\mathcal{H}_{k, l}\left(u_{l}\right)$, for any $k \leq l \leq n$. Given a sequence of bounded integral operators $M_{k}$ from some state space $E_{k-1}$ into another $E_{k}$, let us denote by $M_{k, l}$ the composition operator such that $M_{k, l}:=M_{k+1} M_{k+2} \ldots M_{l}$, for any $k \leq l$, with the convention $M_{k, k}=\operatorname{Id}$, the identity operator. With this notation, one can check that a necessary and sufficient condition for the existence of the Snell envelope $\left(u_{k}\right)_{0 \leq k \leq n}$ is that $M_{k, l} f_{l}(x)<\infty$ for any $1 \leq k \leq l \leq n$ and any state $x \in E_{k}$. To check this claim, we simply notice that

$$
\begin{equation*}
f_{k} \leq u_{k} \leq f_{k}+M_{k+1} u_{k+1} \quad \forall 1 \leq k \leq n \Longrightarrow f_{k} \leq u_{k} \leq \sum_{k \leq l \leq n} M_{k, l} f_{l}, \forall 1 \leq k \leq n \tag{2.3}
\end{equation*}
$$

From the readily proved Lipschitz property $\left|\mathcal{H}_{k}(u)-\mathcal{H}_{k}(v)\right| \leq M_{k+1}(|u-v|)$, for any functions $u, v$ on $E_{k}$, we also have that

$$
\begin{equation*}
\left|\mathcal{H}_{k, l}(u)-\mathcal{H}_{k, l}(v)\right| \leq M_{k, l}(|u-v|) \tag{2.4}
\end{equation*}
$$

for any functions $u, v$ on $E_{l}$ and any $k \leq l \leq n$.
Even if it looks simple, the numerical solving of the recursion (2.2) often requires extensive computations. The central problem is to compute the conditional expectation $M_{k+1}\left(u_{k+1}\right)$ on the whole state space $E_{k}$ at every time step $0 \leq k<n$. For Markov chain models taking values in some finite state spaces (with a reasonably large cardinality), the above expectations can be easily computed by a simple backward inspection of the whole realization tree that lists all possible outcomes and every transition of the chain. In more general situations, we need to resort to some approximation strategy. Most of the numerical approximation schemes amount to replacing the pair of functions and Markov transitions $\left(f_{k}, M_{k}\right)_{0 \leq k \leq n}$ by some approximation model $\left(\widehat{f}_{k}, \widehat{M}_{k}\right)_{0 \leq k \leq n}$ on some possibly reduced measurable subsets $\widehat{E}_{k} \subset E_{k}$. Let $\widehat{u}_{k}$ be the Snell envelope on $\widehat{E}_{k}$ associated with the functions $\widehat{f}_{k}$ and the sequence of integral operators $\widehat{M}_{k}$ from $\widehat{E}_{k-1}$ into $\widehat{E}_{k}$. As in (2.2), the computation of the Snell envelope $\widehat{u}_{k}$ amounts to solving the following backward functional equation:

$$
\begin{equation*}
\widehat{u}_{k}=\widehat{\mathcal{H}}_{k+1}\left(\widehat{u}_{k+1}\right)=\widehat{f}_{k} \vee \widehat{M}_{k+1}\left(\widehat{u}_{k+1}\right) \tag{2.5}
\end{equation*}
$$

Let $\widehat{\mathcal{H}}_{k, l}=\widehat{\mathcal{H}}_{k+1} \circ \widehat{\mathcal{H}}_{k+1, l}$, with $k \leq l \leq n$, be the nonlinear semigroups associated with the backward equations (2.5), so that $\widehat{u}_{k}=\widehat{\mathcal{H}}_{k, l}\left(\widehat{u}_{l}\right)$, for any $k \leq l \leq n$. Using the elementary inequality $\left|\left(a \vee a^{\prime}\right)-\left(b \vee b^{\prime}\right)\right| \leq|a-b|+\left|a^{\prime}-b^{\prime}\right|$, which is valid for any $a, a^{\prime}, b, b^{\prime} \in \mathbb{R}$, for any $0 \leq k<n$ and for any functions $u$ on $E_{k+1}$ one readily obtains the local approximation inequality

$$
\begin{equation*}
\left|\mathcal{H}_{k+1}(u)-\widehat{\mathcal{H}}_{k+1}(u)\right| \leq\left|f_{k}-\widehat{f}_{k}\right|+\left|\left(M_{k+1}-\widehat{M}_{k+1}\right)(u)\right| . \tag{2.6}
\end{equation*}
$$

To transfer these local estimates to the semigroups $\mathcal{H}_{k, l}$ and $\widehat{\mathcal{H}}_{k, l}$ we use the same perturbation analysis as in $[9,13,23,28]$ in the context of nonlinear filtering semigroups and particle approximation models. The difference between the approximate and the exact Snell envelope can be written as a telescoping sum

$$
u_{k}-\widehat{u}_{k}=\sum_{l=k}^{n}\left[\widehat{\mathcal{H}}_{k, l}\left(\mathcal{H}_{l+1}\left(u_{l+1}\right)\right)-\widehat{\mathcal{H}}_{k, l}\left(\widehat{\mathcal{H}}_{l+1}\left(u_{l+1}\right)\right)\right],
$$

setting for simplicity $\mathcal{H}_{n+1}\left(u_{n+1}\right)=u_{n}$ and $\widehat{\mathcal{H}}_{n+1}\left(u_{n+1}\right)=\widehat{u}_{n}$, for $l=n$. Combining the Lipschitz property (2.4) of the semigroup $\widehat{\mathcal{H}}_{k, l}$ with the local estimate (2.6), one finally gets the following robustness lemma, which is a natural and fundamental tool for the analysis of the Snell envelope approximations.

Lemma 2.1. For any $0 \leq k<n$, on the state space $\widehat{E}_{k}$, we have that

$$
\left|u_{k}-\widehat{u}_{k}\right| \leq \sum_{l=k}^{n} \widehat{M}_{k, l}\left|f_{l}-\widehat{f}_{l}\right|+\sum_{l=k}^{n-1} \widehat{M}_{k, l}\left|\left(M_{l+1}-\widehat{M}_{l+1}\right) u_{l+1}\right|
$$

The perturbation analysis of nonlinear semigroups described above and the resulting robustness lemma are not really new. As mentioned previously, it is a rather standard tool in approximation theory and numerical probability. More precisely, these Lipschitz-type estimates are often used by induction or as an intermediate technical step in the proof of a convergence theorem of some particular approximation scheme.

In the context of optimal stopping problems, similar induction arguments are developed to prove the convergence of some specific approximation models, for instance, in the papers of Egloff [18], Gobet, Lemor, and Warin [21], or Pagès [25]. However, to the best of our knowledge, the general and abstract semigroup formulation given above and its direct application to different approximation models seem to represent the first result of this type for that class of models.

Besides the fact that the convergence of many Snell approximation schemes results from a single robustness property, Lemma 2.1 can be used sequentially and without further work to obtain nonasymptotic estimates for models combining several levels of approximations. In the same vein, and whenever it is possible, Lemma 2.1 can also be used as a technical tool to reduce the analysis of Snell approximation models on compact state spaces or even on finite but possibly large quantization trees or Monte Carlo-type grids.

We end this section with an exponential inequality that can be readily deduced from the $\mathbb{L}_{p}$-mean error bounds presented in this article. For a more thorough discussion on the connection between Khintchine style $\mathbb{L}_{p}$-mean error bounds and concentration inequalities, we refer the reader to $[10,11,12]$ and the more recent article on the concentration properties of mean field-type particle models [15].

Lemma 2.2. Suppose the estimates have the following form:

$$
\sqrt{N} \sup _{x \in E_{k}} \mathbb{E}\left(\left|u_{k}(x)-\widehat{u}_{k}(x)\right|^{p}\right)^{\frac{1}{p}} \leq a(p) b_{k}(n),
$$

where $b_{k}(n)$ are some finite constants whose values do not depend on the parameter $p$ and $a(p)$
is a collection of constants such that for all nonnegative integers $r$,

$$
\begin{equation*}
a(2 r)^{2 r}=(2 r)_{r} 2^{-r} \quad \text { and } \quad a(2 r+1)^{2 r+1}=\frac{(2 r+1)_{r+1}}{\sqrt{r+1 / 2}} 2^{-(r+1 / 2)}, \tag{2.7}
\end{equation*}
$$

with the notation $(q)_{p}=q!/(q-p)!$, for any $1 \leq p \leq q$. Then we deduce the following exponential concentration inequality:

$$
\begin{equation*}
\sup _{x \in E_{k}} \mathbb{P}\left(\left|u_{k}\left(x_{k}\right)-\widehat{u}_{k}\left(x_{k}\right)\right|>\frac{b_{k}(n)}{\sqrt{N}}+\epsilon\right) \leq \exp \left(-N \epsilon^{2} /\left(2 b_{k}(n)^{2}\right)\right) . \tag{2.8}
\end{equation*}
$$

Proof. This result is a direct consequence of the fact that for any nonnegative random variable $U$, if there exists a bounded positive real $b$ such that

$$
\forall r \geq 1, \quad \mathbb{E}\left(U^{r}\right)^{\frac{1}{r}} \leq a(r) b
$$

where $a(r)$ is defined by (2.7), then

$$
\mathbb{P}(U \geq b+\epsilon) \leq \exp \left(-\epsilon^{2} /\left(2 b^{2}\right)\right)
$$

To check this implication, we first notice that

$$
\mathbb{P}(U \geq b+\epsilon) \leq \inf _{t \geq 0}\left\{e^{-t(b+\epsilon)} \mathbb{E}\left[e^{t U}\right]\right\}
$$

Then, developing the exponential and using the moments boundedness assumption, one obtains that for all $t \geq 0$,

$$
\mathbb{E}\left(e^{t U}\right) \leq \exp \left(\frac{(b t)^{2}}{2}+b t\right)
$$

As a result,

$$
\mathbb{P}(U \geq b+\epsilon) \leq \exp \left(-\sup _{t \geq 0}\left(\epsilon t-\frac{(b t)^{2}}{2}\right)\right)
$$

3. Some deterministic approximation models. In this section, we analyze the robustness of the Snell envelope with respect to some deterministic approximation schemes that are parts of many algorithms proposed to approximate the Snell envelope. Hence, the nonasymptotic error bounds provided in this section can be applied and combined to derive convergence rates for such algorithms. We recover or improve previous results and in some cases state new error bounds.
3.1. Cut-off-type models. It is often useful, when computing the Snell envelope, to approximate the state space by a compact set. Indeed, Glasserman and Yu [20] showed that for standard (unbounded) models (like Black-Scholes), the Monte Carlo estimation requires samples of exponential size in the number of variables of the value function, whereas the bounded state space assumption enables one to estimate the Snell envelope from samples of polynomial size in the number of variables. For instance, in [19], the authors proposed a new algorithm that first requires a cut-off step which consists in replacing the price process by another process killed at first exit from a given bounded set. However, no bound is provided
for the error induced by this cut-off approximation. In this section, we formalize a general cut-off model and provide some bounds on the error induced on the Snell envelope.

We suppose that for each $n, E_{n}$ is a topological space with $\sigma$-fields $\mathcal{E}_{n}$ that contains the Borel $\sigma$-field on $E_{n}$. Our next objective is to find conditions under which we can reduce the backward functional equation (2.2) to a sequence of compact sets $\widehat{E}_{n}$.

To that end, we further assume that the initial measure $\eta_{0}$ and the Markov transition $M_{n}$ of the chain $X_{n}$ satisfy the following tightness property: For every sequence of positive numbers $\epsilon_{n} \in\left[0,1\left[\right.\right.$, there exists a collection of compact subsets $\widehat{E}_{n} \subset E_{n}$ such that

$$
(\mathcal{T}) \quad \eta_{0}\left(\widehat{E}_{0}^{c}\right) \leq \epsilon_{0} \quad \text { and } \quad \forall n \geq 0, \quad \sup _{x_{n} \in \widehat{E}_{n}} M_{n+1}\left(x_{n}, \widehat{E}_{n+1}^{c}\right) \leq \epsilon_{n+1}
$$

For instance, this condition is clearly met for regular Gaussian-type transitions on the Euclidean space, for some collection of increasing compact balls.

In this situation, a natural cut-off consists in considering the Markov transitions $\widehat{M}_{k}$ restricted to the compact sets $\widehat{E}_{k}$ :

$$
\forall x \in \widehat{E}_{k-1}, \quad \widehat{M}_{k}(x, d y):=\frac{M_{k}(x, d y) 1_{\widehat{E}_{k}}}{M_{k}\left(1_{\widehat{E}_{k}}\right)(x)} .
$$

These transitions are well defined as soon as $M_{k}\left(x, \widehat{E}_{k}\right)>0$ for any $x \in \widehat{E}_{k-1}$. Using the decomposition

$$
\begin{aligned}
{\left[\widehat{M}_{k}-M_{k}\right]\left(u_{k}\right) } & =\widehat{M}_{k}\left(u_{k}\right)-M_{k}\left(1_{\widehat{E}_{k}} u_{k}\right)-M_{k}\left(1_{\widehat{E}_{k}^{c}} u_{k}\right) \\
& =\left(1-\frac{1}{M_{k}\left(1_{\widehat{E}_{k}}\right)}\right) M_{k}\left(u_{k} 1_{\widehat{E}_{k}}\right)-M_{k}\left(1_{\widehat{E}_{k}^{c}} u_{k}\right) \\
& =\frac{M_{k}\left(1_{\widehat{E}_{k}^{c}}\right)}{M_{k}\left(1_{\widehat{E}_{k}}\right)} M_{k}\left(u_{k} 1_{\widehat{E}_{k}}\right)-M_{k}\left(1_{\widehat{E}_{k}^{c}} u_{k}\right)
\end{aligned}
$$

and then using Lemma 2.1 yields

$$
\begin{aligned}
\left\|u_{k}-\widehat{u}_{k}\right\|_{\widehat{E}_{k}} & :=\sup _{x \in \widehat{E}_{k}}\left|u_{k}(x)-\widehat{u}_{k}(x)\right| \\
& \leq \sum_{l=k+1}^{n}\left[\left\|\frac{M_{l}\left(1_{\widehat{E}_{l}^{c}}\right)}{M_{l}\left(1_{\widehat{E}_{l}}\right)}\right\|_{\widehat{E}_{l-1}}\left\|M_{l}\left(u_{l} 1_{\widehat{E}_{l}}\right)\right\|_{\widehat{E}_{l-1}}+\left\|M_{l}\left(u_{l} 1_{\widehat{E}_{l}^{c}}\right)\right\|_{\widehat{E}_{l-1}}\right] \\
& \leq \sum_{l=k+1}^{n}\left[\frac{\epsilon_{l}}{1-\epsilon_{l}}\left\|M_{l}\left(u_{l}\right)\right\|_{\widehat{E}_{l-1}}+\left\|M_{l}\left(u_{l}^{2}\right)\right\|_{\widehat{E}_{l-1}}^{1 / 2} \epsilon_{l}^{1 / 2}\right] .
\end{aligned}
$$

We summarize the above discussion with the following result.
Theorem 3.1.We assume that the tightness condition $(\mathcal{T})$ is met for every sequence of positive numbers $\epsilon_{n} \in\left[0,1\left[\right.\right.$ and for some collection of compact subsets $\widehat{E}_{n} \subset E_{n}$. In this situation, for any $0 \leq k \leq n$, we have that

$$
\left\|u_{k}-\widehat{u}_{k}\right\|_{\widehat{E}_{k}} \leq \sum_{l=k+1}^{n} \frac{\epsilon_{l}^{1 / 2}}{1-\epsilon_{l}^{1 / 2}}\left\|M_{l}\left(u_{l}^{2}\right)\right\|_{\widehat{E}_{l-1}}^{1 / 2}
$$

Note that

$$
u_{k} \leq \sum_{l=k}^{n} M_{k, l}\left(f_{l}\right),
$$

and therefore

$$
\left\|M_{k}\left(u_{k}^{2}\right)\right\|_{\widehat{E}_{k-1}} \leq(n-k+1) \sum_{l=k}^{n}\left\|M_{k-1, l}\left(f_{l}\right)^{2}\right\|_{\widehat{E}_{k-1}} .
$$

Consequently, one can find sets $\left(\widehat{E}_{l}\right)_{k<l \leq n}$ so that $\left\|u_{k}-\widehat{u}_{k}\right\|_{\widehat{E}_{k}}$ is as small as one wants as soon as $\left\|M_{k, l}\left(f_{l}\right)^{2}\right\|_{\widehat{E}_{k}}<\infty$ for any $0 \leq k<l \leq n$. A similar cut-off approach was introduced and analyzed in Bouchard and Touzi [6], but the cut-off was operated on some regression functions and not on the transition kernels.
3.2. Euler approximation models. In several application model areas, the discrete time Markov chain $\left(X_{k}\right)_{k \geq 0}$ is often given in terms of an $\mathbb{R}^{d}$-valued and continuous time process $\left(X_{t}\right)_{t \geq 0}$ given by a stochastic differential equation of the following form:

$$
\begin{equation*}
d X_{t}=a\left(X_{t}\right) d t+b\left(X_{t}\right) d W_{t}, \quad \operatorname{law}\left(X_{0}\right)=\eta_{0} \tag{3.1}
\end{equation*}
$$

where $\eta_{0}$ is a known distribution on $\mathbb{R}^{d}, a, b$ are known functions, and $W$ is a $d$-dimensional Wiener process. Except in some particular instances, the time homogeneous Markov transitions $M_{k}=M$ are usually unknown, and we need to resort to an Euler approximation scheme.

In this situation, any approximation of the Snell envelope which is based on simulations of the price process will be impacted by the error induced by the Euler scheme used in simulations. We propose here to provide bounds for that error. Notice that in this setting, the exercise dates are discrete and fixed, so that our results are not comparable with those from Dupuis and Wang [17], who analyzed the convergence of the discrete time optimal stopping problem to the continuous time optimal stopping problem when the frequency of exercise dates increases to infinity. Similarly, for numerical approximations of backward stochastic differential equations, [6] and [21] also analyzed the case where the number of exercise opportunities grows to infinity.

The discrete time approximation model with a fixed time step $1 / m$ is defined by the following recursive formula:

$$
\begin{aligned}
\widehat{\xi}_{0}(x) & =x \\
\widehat{\xi}_{\frac{(i+1)}{m}}(x) & =\widehat{\xi}_{\frac{i}{m}}(x)+a\left(\widehat{\xi}_{\frac{i}{m}}(x)\right) \frac{1}{m}+b\left(\widehat{\xi}_{\frac{i}{m}}(x)\right) \frac{1}{\sqrt{m}} \epsilon_{i}
\end{aligned}
$$

where the $\epsilon_{i}$ 's are independent and identically distributed (i.i.d.) centered and $\mathbb{R}^{d}$-valued Gaussian vectors with unit covariance matrix. The chain $\left(\widehat{\xi}_{k}\right)_{k \geq 0}$ is an homogeneous Markov with a transition kernel which we denote by $\widehat{M}$.

We further assume that the functions $a$ and $b$ are twice differentiable, with bounded partial derivatives of orders 1 and 2 , and the matrix $\left(b b^{*}\right)(x)$ is uniformly nondegenerate.

In this situation, the integral operators $M$ and $\widehat{M}$ admit densities, denoted by $p$ and $\widehat{p}$. According to Bally and Talay [3, 4], we have that

$$
\begin{equation*}
[p \vee \widehat{p}] \leq c q \text { and } m|\widehat{p}-p| \leq c q, \tag{3.2}
\end{equation*}
$$

with the Gaussian density $q\left(x, x^{\prime}\right):=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2 \sigma^{2}}\left|x-x^{\prime}\right|^{2}}$, and a pair of constants $(c, \sigma)$ depending only on the pair of functions $(a, b)$. Let $Q$ be the Markov integral operator on $\mathbb{R}^{d}$ with density $q$. We consider a sequence of functions $\left(f_{k}\right)_{0 \leq k \leq n}$ on $\mathbb{R}^{d}$. Let $\left(u_{k}\right)_{0 \leq k \leq n}$ and $\left(\widehat{u}_{k}\right)_{0 \leq k \leq n}$ be the Snell envelope on $\mathbb{R}^{d}$ associated with the pair $\left(M, f_{k}\right)$ and $\left(\widehat{M}, f_{k}\right)$. Using Lemma 2.1, we readily obtain the following estimate:

$$
\left|u_{k}-\widehat{u}_{k}\right| \leq \sum_{l=k}^{n-1} \widehat{M}^{l-k}\left|(M-\widehat{M}) u_{l+1}\right| \leq \frac{c}{m} \sum_{l=k}^{n-1} \widehat{M}^{l-k} Q\left|u_{l+1}\right| .
$$

Rather crude upper bounds that do not depend on the approximation kernels $\widehat{M}$ can be derived using the first inequality in (3.2):

$$
\left|u_{k}-\widehat{u}_{k}\right| \leq \frac{1}{m} \sum_{l=1}^{n-k} c^{l} Q^{l}\left|u_{l+k}\right| .
$$

Recalling that $u_{l+k} \leq \sum_{l+k \leq l^{\prime} \leq n} M^{l^{\prime}-(l+k)} f_{l^{\prime}}$, we also have that

$$
\begin{aligned}
\left|u_{k}-\widehat{u}_{k}\right| & \leq \frac{1}{m} \sum_{l=1}^{n-k} c^{l} Q^{l} \sum_{l+k \leq l^{\prime} \leq n} c^{l^{\prime}-(l+k)} Q^{l^{\prime}-(l+k)} f_{l^{\prime}} \\
& \leq \frac{1}{m} \sum_{l=1}^{n-k} \sum_{l+k \leq l^{\prime} \leq n} c^{l^{\prime}-k} Q^{l^{\prime}-k} f_{l^{\prime}}=\frac{1}{m} \sum_{1 \leq l \leq n-k} l c^{l} Q^{l} f_{k+l}
\end{aligned}
$$

We summarize the above discussion with the following theorem.
Theorem 3.2. Suppose the functions $\left(f_{k}\right)_{0 \leq k \leq n}$ on $\mathbb{R}^{d}$ are chosen such that $Q^{l} f_{k+l}(x)<\infty$, for any $x \in \mathbb{R}^{d}$, and $1 \leq k+l \leq n$. Then, for any $0 \leq l \leq n$, we have the inequalities

$$
\left|u_{k}-\widehat{u}_{k}\right| \leq \frac{c}{m} \sum_{l=k}^{n-1} \widehat{M}^{l-k} Q\left|u_{l+1}\right| \leq \frac{1}{m} \sum_{1 \leq l \leq n-k} l c^{l} Q^{l} f_{k+l} .
$$

3.3. Interpolation-type models. Most algorithms proposed to approximate the Snell envelope provide discrete approximations $\hat{u}_{k}^{i}$ at some discrete (potentially random) points $\xi_{k}^{i}$ of $E_{k}$. However, for several purposes, it can be interesting to consider approximations $\hat{u}_{k}$ of functions $u_{k}$ on the whole space $E_{k}$. One motivation to do so is, for instance, to be able to define a new (low biased) estimator, $\bar{U}_{k}$, using a Monte Carlo approximation of (2.1), with a stopping rule $\hat{\tau}_{k}$ associated with the approximate Snell envelope $\hat{u}_{k}$, by replacing $u_{k}$ by $\hat{u}_{k}$ in the characterization of the optimal stopping time $\tau_{k}^{*}(2.1)$, i.e.,

$$
\begin{equation*}
\bar{U}_{k}=\frac{1}{M} \sum_{i=1}^{M} f_{\hat{\tau}_{k}^{i}}\left(X_{\hat{\tau}_{k}^{i}}^{i}\right) \quad \text { with } \quad \hat{\tau}_{k}^{i}=\min \left\{k \leq l \leq n: \hat{u}_{l}\left(X_{l}^{i}\right)=f_{l}\left(X_{l}^{i}\right)\right\}, \tag{3.3}
\end{equation*}
$$

where $X^{i}=\left(X_{1}^{i}, \ldots, X_{n}^{i}\right)$ are i.i.d. path according to the reference Markov chain dynamic.

In this section, we analyze nonasymptotic errors of some specific approximation schemes providing such interpolated estimators $\hat{u}_{k}$ of $u_{k}$ on the whole state $E_{k}$. Let $\widehat{M}_{k+1}=\mathcal{I}_{k} \widetilde{M}_{k+1}$ be the composition of the Markov transition $\bar{M}_{k+1}$ from a finite set $S_{k}$ into the whole state space $E_{k+1}$, with an auxiliary interpolation-type and Markov operator $\mathcal{I}_{k}$ from $E_{k}$ into $S_{k}$, so that

$$
\forall x_{k} \in S_{k}, \quad \mathcal{I}_{k}\left(x_{k}, d s\right)=\delta_{x_{k}}(d s)
$$

and such that the integrals

$$
x \in E_{k} \mapsto \mathcal{I}_{k}\left(\varphi_{k}\right)(x)=\int_{S_{k}} \mathcal{I}_{k}(x, d s) \varphi_{k}(s)
$$

of any function $\varphi_{k}$ on $S_{k}$ are easily computed starting from any point $x_{k}$ in $E_{k}$. We further assume that the finite state spaces $S_{k}$ are chosen so that

$$
\begin{equation*}
\left\|f-\mathcal{I}_{k} f\right\|_{E_{k}} \leq \epsilon_{k}\left(f,\left|S_{k}\right|\right) \rightarrow 0 \quad \text { as } \quad\left|S_{k}\right| \rightarrow \infty \tag{3.4}
\end{equation*}
$$

for continuous functions $f_{k}$ on $E_{k}$. An example of interpolation transition $\mathcal{I}_{k}$ is provided hereafter. Let $\widehat{M}_{k}=\mathcal{I}_{k-1} \widehat{M}_{k}$ be the composition operator on the state spaces $\widehat{E}_{k}=E_{k}$.

The approximation models $\widetilde{M}_{k}$ are not necessarily deterministic. In [14], the authors examined the situation where

$$
\forall s \in S_{k}, \quad \widetilde{M}_{k}(s, d x)=\frac{1}{N_{k}} \sum_{1 \leq i \leq N_{k}} \delta_{X_{k}^{i}(s)}(d x)
$$

where $X_{k}^{i}(s)$ stands for a collection of $N_{k}$ independent random variables with common law $M_{k}(s, d x)$.

Theorem 3.3. We suppose that the Markov transitions $M_{k}$ are Feller, in the sense that $M_{k}\left(C\left(E_{k}\right)\right) \subset C\left(E_{k-1}\right)$, where $C\left(E_{k}\right)$ stands for the space of continuous functions on the $E_{k}$. Let $\left(u_{k}\right)_{0 \leq k \leq n}$ and, respectively, $\left(\widehat{u}_{k}\right)_{0 \leq k \leq n}$ be the Snell envelopes associated with the functions $f_{k}=\widehat{f}_{k}$ and the Markov transitions $M_{k}$ (and, respectively, $\widehat{M}_{k}=\mathcal{I}_{k-1} \widetilde{M}_{k}$ ) on the state spaces $\widehat{E}_{k}=E_{k}$. Then

$$
\left\|u_{k}-\widehat{u}_{k}\right\|_{E_{k}} \leq \sum_{l=k}^{n-1}\left[\epsilon_{l}\left(M_{l+1} u_{l+1},\left|S_{l}\right|\right)+\left\|\left(M_{l+1}-\widetilde{M}_{l+1}\right) u_{l+1}\right\|_{S_{l}}\right]
$$

The proof of the theorem is a direct consequence of Lemma 2.1 combined with the following decomposition:

$$
\begin{align*}
\| u_{k}- & \widehat{u}_{k} \|_{E_{k}}  \tag{3.5}\\
& \left.\leq \sum_{l=k}^{n-1}\left[\|\left(\operatorname{Id}-\mathcal{I}_{l}\right) M_{l+1}\right) u_{l+1}\left\|_{E_{l}}+\right\| \mathcal{I}_{l}\left(M_{l+1}-\widetilde{M}_{l+1}\right) u_{l+1} \|_{E_{l}}\right]
\end{align*}
$$

We illustrate these results in the typical situation where the spaces $E_{k}$ are the convex hull generated by the finite sets $S_{k}$. First, we present the definition of the interpolation operators. Let $\mathcal{P}=\left\{\mathcal{P}^{1}, \ldots, \mathcal{P}^{m}\right\}$ be a partition of a convex and compact space $E$ into simplexes with
disjoint nonempty interiors, so that $E=\cup_{1 \leq i \leq m} \mathcal{P}_{i}$. We denote by $\delta(\mathcal{P})$ the refinement degree of the partition $\mathcal{P}$ :

$$
\delta(\mathcal{P}):=\sup _{1 \leq i \leq m} \sup _{x, y \in \mathcal{P}_{i}}\|x-y\| .
$$

Let $S=\mathcal{V}(\mathcal{P})$ be the set of vertices of these simplexes. We denote by $\mathcal{I}$ the interpolation operator defined by $\mathcal{I}(f)(s)=f(s)$, if $s \in S$, and if $x$ belongs to some simplex $\mathcal{P}^{j}$ with vertices $\left\{x_{1}^{j}, \ldots, x_{d_{j}}^{j}\right\}$,

$$
\mathcal{I}(f)\left(\sum_{1 \leq i \leq d_{j}} \lambda_{i} x_{j}^{i}\right)=\sum_{1 \leq i \leq d_{j}} \lambda_{i} f\left(x_{i}^{j}\right),
$$

where the barycenters $\left(\lambda_{i}\right)_{1 \leq i \leq d_{j}}$ are the unique solution of

$$
x=\sum_{1 \leq i \leq d_{j}} \lambda_{i} x_{i}^{j} \quad \text { with } \quad\left(\lambda_{i}\right)_{1 \leq i \leq d_{j}} \in[0,1]^{d_{j}} \quad \text { and } \quad \sum_{1 \leq i \leq d_{j}} \lambda_{i}=1 .
$$

The Markovian interpretation is that starting from $x$, one chooses the "closest simplex" and then one chooses one of its vertices $x_{i}$ with probability $\lambda_{i}$.

For any $\delta>0$, let $\omega(f, \delta)$ be the $\delta$-modulus of continuity of a function $f \in C(E)$ :

$$
\omega(f, \delta):=\sup _{(x, y) \in E:\|x-y\| \leq \delta}|f(x)-f(y)| .
$$

The following technical lemma provides a simple way to check condition (3.4) for interpolation kernels.

Lemma 3.4. Then, for any $f, g \in C(E)$,

$$
\begin{equation*}
\sup _{x \in E}|f(x)-\mathcal{I} g(x)| \leq \max _{x \in S}|f(x)-g(x)|+\omega(f, \delta(\mathcal{P}))+\omega(g, \delta(\mathcal{P})) . \tag{3.6}
\end{equation*}
$$

In particular, we have that

$$
\sup _{x \in E}|f(x)-\mathcal{I} f(x)| \leq \omega(f, \delta(\mathcal{P})) .
$$

Proof. Suppose $x$ belongs to some simplex $\mathcal{P}^{j}$ with vertices $\left\{x_{1}^{j}, \ldots, x_{d_{j}}^{j}\right\}$, and let $\left(\lambda_{i}\right)_{1 \leq i \leq d_{j}}$ be the barycenter parameters $x=\sum_{1 \leq i \leq d_{j}} \lambda_{i} x_{j}^{i}$. Since we have $\mathcal{I} g\left(x_{i}^{j}\right)=g\left(x_{i}^{j}\right)$, and $\mathcal{I} g\left(x_{i}^{j}\right)=$ $g\left(x_{i}^{j}\right)$ for any $i \in\left\{1, \ldots, d_{j}\right\}$, it follows that

$$
\begin{aligned}
|f(x)-\mathcal{I} g(x)| \leq & \sum_{i=1}^{d_{j}} \lambda_{i} \mid\left(f(x)-f\left(x_{i}^{j}\right)\left|+\sum_{i=1}^{d_{j}} \lambda_{i}\right| f\left(x_{i}^{j}\right)-\mathcal{I} g\left(x_{i}^{j}\right) \mid\right. \\
& +\sum_{i=1}^{d_{j}} \lambda_{i}\left|\mathcal{I} g\left(x_{i}^{j}\right)-g(x)\right| \\
= & \sum_{i=1}^{d_{j}} \lambda_{i} \mid\left(f(x)-f\left(x_{i}^{j}\right)\left|+\sum_{i=1}^{d_{j}} \lambda_{i}\right| f\left(x_{i}^{j}\right)-g\left(x_{i}^{j}\right) \mid\right. \\
& +\sum_{i=1}^{d_{j}} \lambda_{i}\left|g\left(x_{i}^{j}\right)-g(x)\right| .
\end{aligned}
$$

This implies that

$$
\sup _{x \in \mathcal{P}^{j}}|f(x)-\mathcal{I} g(x)| \leq \max _{x \in \mathcal{P}^{j}}|f(x)-g(x)|+\omega\left(f, \delta\left(\mathcal{P}^{j}\right)\right)+\omega\left(g, \delta\left(\mathcal{P}^{j}\right)\right)
$$

with

$$
\omega\left(f, \delta\left(\mathcal{P}^{j}\right)\right)=\sup _{\|x-y\| \leq \delta\left(\mathcal{P}^{j}\right)}|f(x)-f(y)| \quad \text { and } \quad \delta\left(\mathcal{P}^{j}\right):=\sup _{x, y \in \mathcal{P}^{j}}\|x-y\| .
$$

The end of the proof is now clear.
Combining (3.5) and (3.6), we obtain the following result.
Proposition 3.5. Let $\mathcal{P}_{k}=\left\{\mathcal{P}_{k}^{1}, \ldots, \mathcal{P}_{k}^{m_{k}}\right\}$ be a partition of a convex and compact space $E_{k}$ into simplexes with disjoint nonempty interiors, so that $E_{k}=\cup_{1 \leq i \leq m_{k}} \mathcal{P}_{i}$. Let $S_{k}=\mathcal{V}\left(\mathcal{P}_{k}\right)$ be the set of vertices of these simplexes. Let $\left(\widehat{u}_{k}\right)_{0 \leq k \leq n}$ be the Snell envelope associated with the functions $\widehat{f}_{k}=f_{k}$ and the Markov transitions $\widehat{M}_{k}=\mathcal{I}_{k-1} \widetilde{M}_{k}$ on the state spaces $E_{k}=\widehat{E}_{k}$ :

$$
\left\|u_{k}-\widehat{u}_{k}\right\|_{E_{k}} \leq \sum_{l=k}^{n-1}\left[\omega\left(M_{l+1} u_{l+1}, \delta\left(\mathcal{P}_{l}\right)\right)+\left\|\left(M_{l+1}-\widetilde{M}_{l+1}\right) u_{l+1}\right\|_{S_{l}}\right] .
$$

To illustrate the results of Theorem 3.3 and Proposition 3.5, we have derived the effective convergence rate induced by the interpolation in a specific example.

Following the previous section, let us consider the $\mathbb{R}^{d}$-valued Markov chain $\left(\hat{\xi}_{k}\right)_{0 \leq k \leq n}$ defined as the Euler time discretization of the stochastic differential equation (3.1), with a time step $\Delta t=1$, i.e.,

$$
\begin{align*}
\hat{\xi}_{0} & =x, \\
\hat{\xi}_{k+1} & =\hat{\xi}_{k}+a\left(\hat{\xi}_{k}\right) \Delta t+b\left(\hat{\xi}_{k}\right) \sqrt{\Delta t} \epsilon_{k}, \tag{3.7}
\end{align*}
$$

where $\epsilon_{k}$ are i.i.d. centered Gaussian vectors on $\mathbb{R}^{d}$ with unit covariance matrix.
Let $\operatorname{Lip}\left(\mathbb{R}^{d}\right)$ be the set of all Lipschitz functions $f$ on $\mathbb{R}^{d}$, and set

$$
\begin{equation*}
L(f)=\sup _{x, y \in \mathbb{R}^{d}, x \neq y} \frac{\|f(x)-f(y)\|}{\|x-y\|}, \quad f \in \operatorname{Lip}\left(\mathbb{R}^{d}\right) . \tag{3.8}
\end{equation*}
$$

We assume that $a: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $b: \mathbb{R}^{d} \rightarrow \mathcal{M}(d, d)$ are Lipschitz continuous functions. Then we can prove that the time homogeneous Markov transitions $M_{k}=M$ associated with the Markov chain $\left(\hat{\xi}_{k}\right)_{0 \leq k \leq n}$ is such that for any Lipschitz continuous function $f$ on $\mathbb{R}^{d}$,

$$
\begin{equation*}
|M(f)(x)-M(f)(y)| \leq(1+\alpha) L(f)\|x-y\|, \tag{3.9}
\end{equation*}
$$

with $\alpha:=\alpha(L(a), L(b), \Delta t):=L(a) \Delta t+d L(b) \sqrt{\Delta t} \geq 0$. Hence, we observe that $M_{k}\left(\operatorname{Lip}\left(\mathbb{R}^{d}\right)\right) \subset$ $\operatorname{Lip}\left(\mathbb{R}^{d}\right)$. We also observe that

$$
\begin{gather*}
\left(f_{k} \quad \text { and } \quad u_{k+1} \in \operatorname{Lip}\left(\mathbb{R}^{d}\right)\right) \\
\Downarrow  \tag{3.10}\\
\left(u_{k} \in \operatorname{Lip}\left(\mathbb{R}^{d}\right) \quad \text { with } \quad L\left(u_{k}\right) \leq L\left(f_{k}\right) \vee L\left(M_{k+1}\left(u_{k+1}\right)\right)\right) .
\end{gather*}
$$

Moreover, assume that the payoff function $f_{k}=f$ for all $k=0, \ldots, n$. Using (3.9) together with (3.10) implies

$$
L\left(u_{k}\right) \leq(1+\alpha)^{n-k} L(f) .
$$

Using again (3.9) yields

$$
\omega\left(M_{l+1} u_{l+1}, \delta\left(\mathcal{P}_{l}\right)\right) \leq(1+\alpha)^{n-l} L(f) \delta\left(\mathcal{P}_{l}\right) .
$$

Finally, in the specific case of model (3.7), with payoff functions $f_{k}=f$ and some refinement degrees of the partitions $\delta\left(\mathcal{P}_{k}\right) \leq \delta$, we obtain the following bound for the convergence of our interpolation model:

$$
\left\|u_{k}-\widehat{u}_{k}\right\|_{E_{k}} \leq \frac{(1+\alpha)^{n-k+1}}{\alpha} L(f) \delta+\sum_{l=k}^{n-1}\left\|\left(M_{l+1}-\widetilde{M}_{l+1}\right) u_{l+1}\right\|_{S_{l}} .
$$

3.4. Quantization tree models. Quantization tree models belong to the class of deterministic grid approximation methods. The basic idea consists in choosing finite space grids

$$
\widehat{E}_{k}=\left\{x_{k}^{1}, \ldots, x_{k}^{m_{k}}\right\} \subset E_{k}=\mathbb{R}^{d}
$$

and some neighborhoods measurable partitions $\left(A_{k}^{i}\right)_{1 \leq k \leq m_{k}}$ of the whole space $E_{k}$ such that the random state variable $X_{k}$ is suitably approximated, as $m_{k} \rightarrow \infty$, by discrete random variables of the following form:

$$
\widehat{X}_{k}:=\sum_{1 \leq i \leq m_{k}} x_{k}^{i} 1_{A_{k}^{i}}\left(X_{k}\right) \simeq X_{k} .
$$

The numerical efficiency of these quantization methods depends heavily on the choice of these grids. There exist various criteria to choose these objects judiciously, including minimal $\mathbb{L}_{p^{-}}$ quantization errors, that ensure that the corresponding Voronoi-type quantized variable $\widehat{X}_{k}$ minimizes the $\mathbb{L}_{p}$ distance to the real state variable $X_{k}$. For further details on this subject, we refer the interested reader to the pioneering article by Pagès [25], and the series of articles by Bally, Pagès, and Printemps [2], Pagès and Printems [27], Pagès, Pham, and Printems [26], Bucklew and Wise [8], and Graf and Luschgy [22], and the references therein. The second approximation step of these quantization models consists in defining the coupled distribution of any pair of variables ( $\widehat{X}_{k-1}, \widehat{X}_{k}$ ) by setting

$$
\mathbb{P}\left(\widehat{X}_{k}=x_{k}^{j}, \widehat{X}_{k-1}=x_{k-1}^{i}\right)=\mathbb{P}\left(X_{k} \in A_{k}^{j}, X_{k-1} \in A_{k-1}^{i}\right),
$$

for any $1 \leq i \leq m_{k-1}$, and $1 \leq j \leq m_{k}$. This allows one to interpret the quantized variables $\left(\widehat{X}_{k}\right)_{0 \leq k \leq n}$ as a Markov chain taking values in the states spaces $\left(\widehat{E}_{k}\right)_{0 \leq k \leq n}$ with Markov transitions

$$
\widehat{M}_{k}\left(x_{k-1}^{i}, x_{k}^{j}\right):=\mathbb{P}\left(\widehat{X}_{k}=x_{k}^{j} \mid \widehat{X}_{k-1}=x_{k-1}^{i}\right)=\mathbb{P}\left(X_{k} \in A_{k}^{j} \mid X_{k} \in A_{k-1}^{i}\right) .
$$

Using the decompositions

$$
\begin{aligned}
M_{k}(f)\left(x_{k-1}^{i}\right)= & \sum_{j=1}^{m_{k}} \int_{A_{k}^{j}} f(y) \mathbb{P}\left(X_{k} \in d y \mid X_{k-1}=x_{k-1}^{i}\right) \\
= & \sum_{j=1}^{m_{k}} \int_{A_{k}^{j}} f(y) \mathbb{P}\left(X_{k} \in d y \mid X_{k-1} \in A_{k-1}^{i}\right) \\
& +\int\left[M(f)\left(x_{k-1}^{i}\right)-M(f)(x)\right] \mathbb{P}\left(X_{k-1} \in d x \mid X_{k-1} \in A_{k-1}^{i}\right)
\end{aligned}
$$

and

$$
\widehat{M}_{k}(f)\left(x_{k-1}^{i}\right)=\sum_{j=1}^{m_{k}} \int_{A_{k}^{j}} f\left(x_{k}^{j}\right) \mathbb{P}\left(X_{k} \in d y \mid X_{k-1} \in A_{k-1}^{i}\right),
$$

we find that

$$
\begin{aligned}
& {\left[M_{k}-\widehat{M}_{k}\right](f)\left(x_{k-1}^{i}\right)} \\
& =\sum_{j=1}^{m_{k}} \int_{A_{k}^{j}}\left[f(y)-f\left(x_{k}^{j}\right)\right] \mathbb{P}\left(X_{k} \in d y \mid X_{k-1} \in A_{k-1}^{i}\right) \\
& \quad+\int\left[M(f)\left(x_{k-1}^{i}\right)-M(f)(x)\right] \mathbb{P}\left(X_{k-1} \in d x \mid X_{k-1} \in A_{k-1}^{i}\right) .
\end{aligned}
$$

We further assume that $M_{k}\left(\operatorname{Lip}\left(\mathbb{R}^{d}\right)\right) \subset \operatorname{Lip}\left(\mathbb{R}^{d}\right)$. From previous considerations, we find that

$$
\begin{aligned}
\left|\left[M_{k}-\widehat{M}_{k}\right](f)\left(x_{k-1}^{i}\right)\right| \leq & \left.L(f) \mathbb{E}\left[\left|X_{k}-\widehat{X}_{k}\right|^{p} \mid \widehat{X}_{k-1}=x_{k-1}^{i}\right)\right]^{\frac{1}{p}} \\
& +L\left(M_{k}(f)\right) \mathbb{E}\left(\left|X_{k-1}-\widehat{X}_{k-1}\right|^{p} \mid \widehat{X}_{k-1}=x_{k-1}^{i}\right)^{\frac{1}{p}}
\end{aligned}
$$

This clearly implies that

$$
\begin{aligned}
\widehat{M}_{k, l}\left|\left(M_{l+1}-\widehat{M}_{l+1}\right) f\right|\left(x_{k}^{i}\right) \leq & L(f)\left[\mathbb{E}\left(\left|X_{l+1}-\widehat{X}_{l+1}\right|^{p} \mid \widehat{X}_{k}=x_{k}^{i}\right]^{\frac{1}{p}}\right. \\
& +L\left(M_{l+1}(f)\right) \mathbb{E}\left(\left|X_{l}-\widehat{X}_{l}\right|^{p} \mid \widehat{X}_{k}=x_{k}^{i}\right)^{\frac{1}{p}}
\end{aligned}
$$

Using (3.10), we also obtain that $L\left(u_{k}\right) \leq L\left(f_{k}\right) \vee L\left(M_{k+1}\left(u_{k+1}\right)\right)$. Using Lemma 2.1, we readily arrive at the following proposition, similar to Theorem 2 in [2].

Proposition 3.6. Assume that $\left(f_{k}\right)_{0 \leq k \leq n} \in \operatorname{Lip}\left(\mathbb{R}^{d}\right)^{n+1}$, and $M_{k}\left(\operatorname{Lip}\left(\mathbb{R}^{d}\right)\right) \subset \operatorname{Lip}\left(\mathbb{R}^{d}\right)$, for any $1 \leq k \leq n$. In this case, we have $\left(u_{k}\right)_{0 \leq k \leq n} \in \operatorname{Lip}\left(\mathbb{R}^{d}\right)^{n+1}$, and for any $0 \leq k \leq n$, we have the almost sure estimate

$$
\begin{aligned}
\left|u_{k}-\widehat{u}_{k}\right|\left(\widehat{X}_{k}\right) \leq & L\left(M_{k+1}\left(u_{k+1}\right)\right)\left|X_{k}-\widehat{X}_{k}\right| \\
& +\sum_{l=k+1}^{n-1}\left(L\left(u_{l}\right)+L\left(M_{l+1}\left(u_{l+1}\right)\right)\right) \mathbb{E}\left(\left|X_{l}-\widehat{X}_{l}\right|^{p} \mid \widehat{X}_{k}\right)^{\frac{1}{p}} \\
& +L\left(f_{n}\right)\left[\mathbb{E}\left(\left|X_{n}-\widehat{X}_{n}\right|^{p} \mid \widehat{X}_{k}\right)\right]^{\frac{1}{p}} .
\end{aligned}
$$

Proof. Using the decomposition

$$
\widehat{u}_{k}\left(\widehat{X}_{k}\right)-u_{k}\left(X_{k}\right)=\left[\widehat{u}_{k}\left(\widehat{X}_{k}\right)-u_{k}\left(\widehat{X}_{k}\right)\right]+\left[u_{k}\left(\widehat{X}_{k}\right)-u_{k}\left(X_{k}\right)\right],
$$

we have that

$$
\left|u_{k}\left(\widehat{X}_{k}\right)-u_{k}\left(X_{k}\right)\right| \leq L\left(u_{k}\right)\left|\widehat{X}_{k}-X_{k}\right| .
$$

Then the proof is completed by the following inequality:

$$
\begin{aligned}
\left|\widehat{u}_{k}\left(\widehat{\xi}_{k}\right)-u_{k}\left(X_{k}\right)\right| \leq & L\left(f_{n}\right)\left[\mathbb{E}\left(\left|X_{n}-\widehat{X}_{n}\right|^{p} \mid \widehat{X}_{k}\right)\right]^{\frac{1}{p}} \\
& +\sum_{l=k}^{n-1}\left(L\left(u_{l}\right)+L\left(M_{l+1}\left(u_{l+1}\right)\right)\right) \mathbb{E}\left(\left|X_{l}-\widehat{X}_{l}\right|^{p} \mid \widehat{X}_{k}\right)^{\frac{1}{p}}
\end{aligned}
$$

In contrast with [2], which focuses on optimizing deterministic grids, we remark that the independent applications of Lemma 2.1 in this model and in the previous examples illustrate the generality of our framework.

## 4. Monte Carlo importance sampling approximation schemes.

4.1. Path space models. The choice of nonhomogeneous state spaces $E_{n}$ is not without consequences. In several applications, the underlying Markov model is a path space Markov chain

$$
\begin{equation*}
X_{n}=\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right) \in E_{n}=\left(E_{0}^{\prime} \times \cdots \times E_{n}^{\prime}\right) \tag{4.1}
\end{equation*}
$$

The elementary prime variables $X_{n}^{\prime}$ represent an elementary Markov chain with Markov transitions $M_{k}^{\prime}\left(x_{k-1}, d x_{k}^{\prime}\right)$ from $E_{k-1}^{\prime}$ into $E_{k}^{\prime}$. In this situation, the historical process $X_{n}$ can be seen as a Markov chain with transitions given for any $x_{k-1}=\left(x_{0}^{\prime}, \ldots, x_{k-1}^{\prime}\right) \in E_{k-1}$ and $y_{k}=\left(y_{0}^{\prime}, \ldots, y_{k}^{\prime}\right) \in E_{k}$ by the following formula:

$$
M_{k}\left(x_{k-1}, d y_{k}\right)=\delta_{x_{k-1}}\left(d y_{k-1}\right) M_{k}^{\prime}\left(y_{k-1}^{\prime}, d y_{k}^{\prime}\right) .
$$

This path space framework is, for instance, well suited when dealing with path dependent options such as Asian options.

Besides, this path space framework is also well suited for the analysis of the Snell envelope under different probability measures. To fix the ideas, we associate with the latter a canonical Markov chain $\left(\Omega, \mathcal{F},\left(X_{n}^{\prime}\right)_{n \geq 0}, \mathbb{P}_{\eta_{0}^{\prime}}^{\prime}\right)$ with initial distribution $\eta_{0}^{\prime}$ on $E_{0}^{\prime}$, and with Markov transitions $M_{n}^{\prime}$ from $E_{n-1}^{\prime}$ into $E_{n}^{\prime}$. We use the notation $\mathbb{E}_{\eta_{0}^{\prime}}^{\prime}$ to denote the expectations with respect to $\mathbb{P}_{\eta_{n}^{\prime}}^{\prime}$. We further assume that there exists a sequence of measures $\left(\eta_{k}\right)_{0 \leq k \leq n}$ on the state spaces $\left.{ }^{\eta^{\prime}} E_{k}^{\prime}\right)_{0 \leq k \leq n}$ such that

$$
\begin{equation*}
\eta_{0}^{\prime} \sim \eta_{0} \quad \text { and } \quad M_{k}^{\prime}\left(x_{k-1}^{\prime}, .\right) \sim \eta_{k} \tag{4.2}
\end{equation*}
$$

for any $x_{k-1}^{\prime} \in E_{k-1}^{\prime}$, and $1 \leq k \leq n$. Let $\left(\Omega, \mathcal{F},\left(X_{n}^{\prime}\right)_{n \geq 0}, \mathbb{P}_{\eta_{0}}\right)$ be the canonical space associated with a sequence of independent random variables $X_{k}^{\prime}$ with distribution $\eta_{k}$ on the
state space $E_{k}^{\prime}$, with $k \geq 1$. Under the probability measure $\mathbb{P}_{\eta_{0}}$, the historical process $X_{n}=$ $\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right)$ can be seen as a Markov chain with transitions

$$
M_{k}\left(x_{k-1}, d y_{k}\right)=\delta_{x_{k-1}}\left(d y_{k-1}\right) \eta_{k}\left(d y_{k}^{\prime}\right)
$$

By construction, for any integrable function $f_{k}^{\prime}$ on $E_{k}^{\prime}$, we have

$$
\mathbb{E}_{\eta_{0}^{\prime}}\left(f_{n}^{\prime}\left(X_{n}^{\prime}\right)\right)=\mathbb{E}_{\eta_{0}}\left(f_{n}\left(X_{n}\right)\right)
$$

with the collection of functions $f_{k}$ on $E_{k}$ given for any $x_{k}=\left(x_{0}^{\prime}, \ldots, x_{k}^{\prime}\right) \in E_{k}$ by

$$
\begin{equation*}
f_{k}\left(x_{k}\right)=f_{k}^{\prime}\left(x_{k}^{\prime}\right) \times \frac{d \mathbb{P}_{k}^{\prime}}{d \mathbb{P}_{k}}\left(x_{k}\right) \quad \text { with } \quad \frac{d \mathbb{P}_{k}^{\prime}}{d \mathbb{P}_{k}}\left(x_{k}\right)=\frac{d \eta_{0}^{\prime}}{d \eta_{0}}\left(x_{0}^{\prime}\right) \prod_{1 \leq l \leq k} \frac{d M_{l}^{\prime}\left(x_{l-1}^{\prime}, .\right)}{d \eta_{l}}\left(x_{l}^{\prime}\right) \tag{4.3}
\end{equation*}
$$

Proposition 4.1. The Snell envelopes $u_{k}$ and $u_{k}^{\prime}$ associated with the pairs $\left(f_{k}^{\prime}, M_{k}^{\prime}\right)$ and $\left(f_{k}, M_{k}\right)$ are given, for any $0 \leq k<n$, by the backward recursions

$$
u_{k}^{\prime}=f_{k}^{\prime} \vee M_{k+1}^{\prime}\left(u_{k+1}^{\prime}\right) \quad \text { and } \quad u_{k}=f_{k} \vee M_{k+1}\left(u_{k+1}\right) \quad \text { with } \quad\left(u_{n}^{\prime}, u_{n}\right)=\left(f_{n}^{\prime}, f_{n}\right)
$$

These functions are connected by the formula

$$
\begin{equation*}
\forall 0 \leq k \leq n, \quad \forall x_{k}=\left(x_{0}^{\prime}, \ldots, x_{k}^{\prime}\right) \in E_{k}, \quad u_{k}\left(x_{k}\right)=u_{k}^{\prime}\left(x_{k}^{\prime}\right) \times \frac{d \mathbb{P}_{k}^{\prime}}{d \mathbb{P}_{k}}\left(x_{k}\right) \tag{4.4}
\end{equation*}
$$

Proof. The first assertion is a simple consequence of the definition of the Snell envelope, and formula (4.4) is easily derived using the fact that

$$
u_{k}^{\prime}\left(x_{k}^{\prime}\right)=f_{k}^{\prime}\left(x_{k}^{\prime}\right) \vee\left(\int_{E_{k+1}^{\prime}} \eta_{k+1}\left(d x_{k+1}^{\prime}\right) \frac{d M_{k+1}^{\prime}\left(x_{k}^{\prime}, .\right)}{d \eta_{k+1}}\left(x_{k+1}^{\prime}\right) u_{k+1}^{\prime}\left(x_{k+1}^{\prime}\right)\right)
$$

That completes the proof of the proposition.
Under condition (4.2), the above proposition shows that the computation of the Snell envelope associated with a given pair of functions and Markov transitions $\left(f_{k}^{\prime}, M_{k}^{\prime}\right)$ reduces to that of the path space models associated with a sequence of independent random variables with distributions $\eta_{n}$. More formally, the restriction $\mathbb{P}_{\eta_{0}, n}$ of reference measure $\mathbb{P}_{\eta_{0}}$ to the $\sigma$-field $\mathcal{F}_{n}$ generated by the canonical random sequence $\left(X_{k}^{\prime}\right)_{0 \leq k \leq n}$ is given by the tensor product measure $\mathbb{P}_{\eta_{0}, n}=\otimes_{k=0}^{n} \eta_{k}$. Nevertheless, under these reference distributions, the numerical solving of the backward recursion stated in the above proposition still involves integrations with respect to the measures $\eta_{k}$. These equations can be solved if we replace these measures by some sequence of (possibly random) measures $\widehat{\eta}_{k}$ with finite support on some reduced measurable subset $\widehat{E}_{k}^{\prime} \subset E_{k}^{\prime}$, with a reasonably large and finite cardinality. We extend $\widehat{\eta}_{k}$ to the whole space $E_{k}^{\prime}$ by setting $\widehat{\eta}_{k}\left(E_{k}^{\prime}-\widehat{E}_{k}^{\prime}\right)=0$.

Let $\widehat{\mathbb{P}}_{\widehat{\eta}_{0}^{\prime}}$ be the distribution of a sequence of independent random variables $\widehat{\xi}_{k}^{\prime}$ with distribution $\widehat{\eta}_{k}$ on the state space $\widehat{E}_{k}^{\prime}$, with $k \geq 1$. Under the probability measure $\widehat{\mathbb{P}}_{\widehat{\eta}_{0}^{\prime}}$, the historical process $X_{n}=\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right)$ can now be seen as a Markov chain taking values in the path spaces

$$
\widehat{E}_{k}:=\left(\widehat{E}_{0}^{\prime} \times \cdots \times \widehat{E}_{k}^{\prime}\right)
$$

with Markov transitions given for any $x_{k-1}=\left(x_{0}^{\prime}, \ldots, x_{k-1}^{\prime}\right) \in \widehat{E}_{k-1}$ and $y_{k}=\left(y_{0}^{\prime}, \ldots, y_{k}^{\prime}\right) \in$ $\widehat{E}_{k}$ by the following formula:

$$
\widehat{M}_{k}\left(x_{k-1}, d y_{k}\right)=\delta_{x_{k-1}}\left(d y_{k-1}\right) \widehat{\eta}_{k}\left(d y_{k}^{\prime}\right)
$$

Notice that the restriction $\widehat{\mathbb{P}}_{\widehat{\eta}_{0}^{\prime}, n}$ of the approximated reference measure $\widehat{\mathbb{P}}_{\widehat{\eta}_{0}^{\prime}}$ to the $\sigma$-field $\mathcal{F}_{n}$ generated by the canonical random sequence $\left(X_{k}^{\prime}\right)_{0 \leq k \leq n}$ is now given by the tensor product measure $\widehat{\mathbb{P}}_{\widehat{\eta}_{0}, n}=\otimes_{k=0}^{n} \widehat{\eta}_{k}$.

Let $\widehat{u}_{k}$ be the Snell envelope on the path space $\widehat{E}_{k}$, associated with the pair $\left(\widehat{f}_{k}, \widehat{M}_{k}\right)$, with the sequence of functions $\widehat{f}_{k}=f_{k}$ given in (4.3). By construction, for any $0 \leq k \leq n$ and any path $x_{k}=\left(x_{0}^{\prime}, \ldots, x_{k}^{\prime}\right) \in \widehat{E}_{k}$, we have

$$
\widehat{u}_{k}\left(x_{k}\right)=\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right) \times \frac{d \mathbb{P}_{k}^{\prime}}{d \mathbb{P}_{k}}\left(x_{k}\right)
$$

with the collection of functions $\left(\widehat{u}_{k}^{\prime}\right)_{0 \leq k \leq n}$ on the state spaces $\left(E_{k}^{\prime}\right)_{0 \leq k \leq n}$ given by the backward recursions

$$
\begin{equation*}
\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right)=f_{k}^{\prime}\left(x_{k}^{\prime}\right) \vee\left(\int_{\widehat{E}_{k+1}^{\prime}} \widehat{M}_{k+1}^{\prime}\left(x_{k}^{\prime}, d x_{k+1}^{\prime}\right) \widehat{u}_{k+1}^{\prime}\left(x_{k+1}^{\prime}\right)\right), \tag{4.5}
\end{equation*}
$$

with the random integral operator $\widehat{M}_{k}^{\prime}$ from $E_{k}^{\prime}$ into $\widehat{E}_{k+1}^{\prime}$ defined by

$$
\widehat{M}_{k+1}^{\prime}\left(x_{k}^{\prime}, d x_{k+1}^{\prime}\right)=\widehat{\eta}_{k+1}\left(d x_{k+1}^{\prime}\right) R_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)
$$

with the Radon-Nikodym derivatives $R_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)=\frac{d M_{k+1}^{\prime}\left(x_{k}^{\prime},\right)}{d \eta_{k+1}}\left(x_{k+1}^{\prime}\right)$.
4.2. Broadie-Glasserman models. We consider the path space models associated with the change of measures presented in section 4.1. We use the same notation. We further assume that $\widehat{\eta}_{k}=\frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_{k}^{i}}$ is the occupation measure associated with a sequence of independent random variables $\xi_{k}:=\left(\xi_{k}^{i}\right)_{1 \leq i \leq N}$ with common distribution $\eta_{k}$ on $\widehat{E}_{k}^{\prime}=E_{k}^{\prime}$. This Monte Carlo-type model was introduced in 1997 by Broadie and Glasserman (see, for instance, [5] and the references therein). Let $\widehat{\mathbb{E}}$ be the expectation operator associated with this additional level of randomness, and set $\widehat{\mathbb{E}}_{\eta_{0}}:=\widehat{\mathbb{E}} \otimes \mathbb{E}_{\mathbb{P}_{\eta_{0}}}$.

In this situation, we observe that

$$
\left(M_{k+1}^{\prime}-\widehat{M}_{k+1}^{\prime}\right)\left(x_{k}^{\prime}, d x_{k+1}^{\prime}\right)=\frac{1}{\sqrt{N}} \widehat{V}_{k+1}\left(d x_{k+1}^{\prime}\right) R_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)
$$

with the random fields $\widehat{V}_{k+1}:=\sqrt{N}\left[\eta_{k+1}-\widehat{\eta}_{k+1}\right]$. From these observations, we readily prove that the approximation operators $\widehat{M}_{k+1}^{\prime}$ are unbiased, in the sense that

$$
\begin{equation*}
\forall 0 \leq k \leq l, \quad \forall x_{l}^{\prime} \in E_{l}, \quad \widehat{\mathbb{E}}_{\eta_{0}}\left(\widehat{M}_{k, l}^{\prime}(f)\left(x_{l}^{\prime}\right) \mid \mathcal{F}_{k}\right)=M_{k, l}^{\prime}(f)\left(x_{l}^{\prime}\right), \tag{4.6}
\end{equation*}
$$

for any bounded function $f$ on $E_{l+1}$. Furthermore, for any even integer $p \geq 1$, we have

$$
\sqrt{N} \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right](f)\left(x_{l}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}} \leq 2 a(p) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{p}\right]^{\frac{1}{p}}
$$

The above estimate is valid as soon as the right-hand side (r.h.s.) in the above inequality is well defined.

We are now in position to state and prove the following theorem.
Theorem 4.2. For any integer $p \geq 1$, we denote by $p^{\prime}$ the smallest even integer greater than p. Then, for any time horizon $0 \leq k \leq n$ and any $x_{k}^{\prime} \in E_{k}^{\prime}$, we have that

$$
\begin{align*}
& \sqrt{N} \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|u_{k}^{\prime}\left(x_{k}^{\prime}\right)-\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}  \tag{4.7}\\
& \quad \leq 2 a(p) \sum_{k \leq l<n}\left\{\int M_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) u_{l+1}^{\prime}\right)^{p^{\prime}}\right]\right\}^{\frac{1}{p^{\prime}}}
\end{align*}
$$

Note that, as stated in the introduction, this result implies exponential rate of convergence in probability. Hence, this allows us to improve noticeably existing convergence results stated in [5], where there was no rate of convergence, and in [1], where the rate of convergence in probability was polynomial.

Proof. For any even integers $p \geq 1$, any $0 \leq k \leq l$, any measurable function $f$ on $E_{l+1}$, and any $x_{k} \in E_{k}^{\prime}$, using the generalized Minkowski inequality we find that

$$
\begin{aligned}
& \sqrt{N} \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|\widehat{M}_{k, l}^{\prime}\right|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right](f)\left|\left(x_{k}^{\prime}\right)\right|^{p} \mid \mathcal{F}_{l}\right)^{\frac{1}{p}} \\
& \quad \leq 2 a(p) \int \widehat{M}_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{p}\right]^{\frac{1}{p}}
\end{aligned}
$$

By the zero-bias property (4.6), we conclude that

$$
\begin{aligned}
& \sqrt{N} \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|\widehat{M}_{k, l}^{\prime}\right|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right](f)\left|\left(x_{k}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}} \\
& \quad \leq 2 a(p)\left\{\int M_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{p}\right]\right\}^{1 / p}
\end{aligned}
$$

For odd integers $p=2 q+1$, with $q \geq 0$, we use the fact that

$$
\mathbb{E}\left(Y^{2 q+1}\right)^{2} \leq \mathbb{E}\left(Y^{2 q}\right) \mathbb{E}\left(Y^{2(q+1)}\right) \quad \text { and } \quad \mathbb{E}\left(Y^{2 q}\right) \leq \mathbb{E}\left(Y^{2(q+1)}\right)^{\frac{q}{q+1}},
$$

for any nonnegative random variable $Y$ and

$$
(2(q+1))_{q+1}=2(2 q+1)_{q+1} \quad \text { and } \quad(2 q)_{q}=(2 q+1)_{q+1} /(2 q+1)
$$

so that

$$
a(2 q)^{2 q} a(2(q+1))^{2(q+1)} \leq 2^{-(2 q+1)}(2 q+1)_{q+1}^{2} /(q+1 / 2)=\left(a(2 q+1)^{2 q+1}\right)^{2}
$$

and

$$
\begin{aligned}
& N \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|\widehat{M}_{k, l}^{\prime}\right|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right](f)\left|\left(x_{k}^{\prime}\right)\right|^{2 q+1}\right)^{2} \\
& \leq\left(2^{(2 q+1)} a(2 q+1)^{2 q+1}\right)^{2} \int M_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{2(q+1)}\right]^{\frac{q}{q+1}} \\
& \times \int M_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{2(q+1)}\right] .
\end{aligned}
$$

Using the fact that $\mathbb{E}\left(Y^{\frac{q}{q+1}}\right) \leq \mathbb{E}(Y)^{\frac{q}{q+1}}$, we prove that the r.h.s. term in the above display is upper bounded by

$$
\left(2^{(2 q+1)} a(2 q+1)^{2 q+1}\right)^{2}\left\{\int M_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{2(q+1)}\right]\right\}^{2\left(1-\frac{1}{2(q+1)}\right)}
$$

from which we conclude that

$$
\begin{aligned}
& \sqrt{N} \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|\widehat{M}_{k, l}^{\prime}\right|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right](f)\left|\left(x_{k}^{\prime}\right)\right|^{2 q+1}\right)^{\frac{1}{2 q+1}} \\
& \quad \leq 2 a(2 q+1)\left\{\int M_{k, l}^{\prime}\left(x_{k}^{\prime}, d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{2(q+1)}\right]\right\}^{\frac{1}{2(q+1)}}
\end{aligned}
$$

That complete the proof of the theorem.
The $\mathbb{L}_{p^{\prime}}$-mean error estimates stated in Theorem 4.2 are expressed in terms of $\mathbb{L}_{p^{\prime}}$ norms of Snell envelope functions and Radon-Nikodym derivatives. The terms in the r.h.s. of (4.7) have the following interpretation:

$$
\begin{aligned}
\int M_{k, l}^{\prime}\left(x_{k}^{\prime},\right. & \left.d x_{l}^{\prime}\right) \eta_{l+1}\left[\left(R_{l+1}\left(x_{l}^{\prime}, \cdot\right) u_{l+1}\right)^{p^{\prime}}\right] \\
& =\mathbb{E}\left[\left(R_{l+1}\left(X_{l}^{\prime}, \xi_{l+1}^{1}\right) u_{l+1}\left(\xi_{l+1}^{1}\right)\right)^{p^{\prime}} \mid X_{k}^{\prime}=x_{k}^{\prime}\right]
\end{aligned}
$$

In the above display, $\mathbb{E}(\cdot)$ stands for the expectation with respect to some reference probability measure under which $X_{l}^{\prime}$ is a Markov chain with transitions $M_{l}^{\prime}$, and $\xi_{l+1}^{1}$ is an independent random variable with distribution $\eta_{l+1}$. Loosely speaking, the above quantities can be very large when the sampling distributions $\eta_{l+1}$ are far from the distribution of the random states $X_{l+1}^{\prime}$ of the reference Markov chain at time $(l+1)$. Next, we provide an original strategy that allows us, for instance, to take $\eta_{l+1}=\operatorname{law}\left(X_{l+1}^{\prime}\right)$ as the sampling distribution, even if $R_{l+1}$ is not known (i.e., cannot be evaluated at any point of $E_{l+1}$ ). In what follows, we consider $N$ independent copies $\left(\xi_{0}^{i}, \ldots, \xi_{n}^{i}\right)_{1 \leq i \leq N}$ of the Markov chain $\left(X_{0}^{\prime}, X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right)$, from the origin $k=0$, up to the final time horizon $k=n$. Then, for all $k=0, \ldots, n$, we define the associated occupation measure $\widehat{\eta}_{k}=\frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_{k}^{i}}$. For all $k=0, \ldots, n$, let $\mathcal{F}_{k}$ be the sigma field generated by the random sequence $\left(\xi_{l}\right)_{0 \leq l \leq k}$.

We also assume that the Markov transitions $M_{n}^{\prime}\left(x_{n-1}^{\prime}, d x_{n}^{\prime}\right)$ are absolutely continuous with respect to some measures $\lambda_{n}\left(d x_{n}^{\prime}\right)$ on $E_{n}^{\prime}$, and we have that

$$
(H)_{0} \quad \forall\left(x_{n-1}^{\prime}, x_{n}^{\prime}\right) \in\left(E_{n-1}^{\prime} \times E_{n}^{\prime}\right), \quad H_{n}\left(x_{n-1}^{\prime}, x_{n}^{\prime}\right)=\frac{d M_{n}^{\prime}\left(x_{n-1}^{\prime}, .\right)}{d \lambda_{n}}\left(x_{n}^{\prime}\right)>0
$$

where $H_{n}$ is supposed to be known up to a normalizing constant. In this situation, we have $\eta_{k+1} \ll \lambda_{k+1}$, with the Radon-Nikodym derivative given by

$$
\eta_{k+1}\left(d x_{k+1}^{\prime}\right)=\eta_{k} M_{k+1}^{\prime}\left(d x_{k+1}^{\prime}\right)=\eta_{k}\left(H_{k+1}\left(\cdot, x_{k+1}^{\prime}\right)\right) \lambda_{k+1}\left(d x_{k+1}^{\prime}\right) .
$$

Also notice that the backward recursion of the Snell envelope $u_{k}^{\prime}$ can be rewritten as

$$
\begin{aligned}
u_{k}^{\prime}\left(x_{k}^{\prime}\right) & =f_{k}^{\prime}\left(x_{k}^{\prime}\right) \vee\left(\int_{E_{k+1}^{\prime}} \eta_{k+1}\left(d x_{k+1}^{\prime}\right) \frac{d M_{k+1}^{\prime}\left(x_{k}^{\prime}, .\right)}{d \eta_{k+1}}\left(x_{k+1}^{\prime}\right) u_{k+1}^{\prime}\left(x_{k+1}^{\prime}\right)\right) \\
& =f_{k}^{\prime}\left(x_{k}^{\prime}\right) \vee\left(\int_{E_{k+1}^{\prime}} \eta_{k+1}\left(d x_{k+1}^{\prime}\right) \frac{H_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)}{\eta_{k}\left(H_{k+1}\left(\cdot, x_{k+1}^{\prime}\right)\right)} u_{k+1}^{\prime}\left(x_{k+1}^{\prime}\right)\right) .
\end{aligned}
$$

Arguing as in (4.5), we define the approximated Snell envelope $\left(\widehat{u}_{k}^{\prime}\right)_{0 \leq k \leq n}$ on the state spaces $\left(E_{k}^{\prime}\right)_{0 \leq k \leq n}$ by setting

$$
\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right)=f_{k}^{\prime}\left(x_{k}^{\prime}\right) \vee\left(\int_{\widehat{E}_{k+1}^{\prime}} \widehat{M}_{k+1}^{\prime}\left(x_{k}^{\prime}, d x_{k+1}^{\prime}\right) \widehat{u}_{k+1}^{\prime}\left(x_{k+1}^{\prime}\right)\right),
$$

with the random integral operator $\widehat{M}^{\prime}$ from $E_{k}$ into $\widehat{E}_{k+1}$ defined by

$$
\begin{aligned}
\widehat{M}_{k+1}^{\prime}\left(x_{k}^{\prime}, d x_{k+1}^{\prime}\right) & =\widehat{\eta}_{k+1}\left(d x_{k+1}^{\prime}\right) \frac{d M_{k+1}^{\prime}\left(x_{k}^{\prime}, \cdot\right)}{d \widehat{\eta}_{k} M_{k+1}^{\prime}}\left(x_{k+1}^{\prime}\right) \\
& =\widehat{\eta}_{k+1}\left(d x_{k+1}^{\prime}\right) \frac{H_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)}{\bigcap_{k}\left(H_{k+1}\left(\cdot, x_{k+1}^{\prime}\right)\right)}
\end{aligned}
$$

By construction, these random approximation operators $\widehat{M}_{k+1}^{\prime}$ satisfy the zero-bias property stated in (4.6), and we have that

$$
\left(M_{k+1}^{\prime}-\widehat{M}_{k+1}^{\prime}\right)\left(x_{k}^{\prime}, d x_{k+1}^{\prime}\right)=\frac{1}{\sqrt{N}} \widehat{V}_{k+1}\left(d x_{k+1}^{\prime}\right) \widehat{R}_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)
$$

with the random fields $\widehat{V}_{k+1}$ and the $\mathcal{F}_{k}$-measurable random functions $\widehat{R}_{k+1}$ defined by

$$
\widehat{V}_{k+1}:=\sqrt{N}\left[\widehat{\eta}_{k} M_{k+1}^{\prime}-\widehat{\eta}_{k+1}\right] \quad \text { and } \quad \widehat{R}_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right):=\frac{H_{k+1}\left(x_{k}^{\prime}, x_{k+1}^{\prime}\right)}{\widehat{\eta}_{k}\left(H_{k+1}\left(\cdot, x_{k+1}^{\prime}\right)\right)} .
$$

Furthermore, for any even integer $p \geq 1$ and any measurable function $f$ on $E_{l}$, we have that

$$
\sqrt{N} \widehat{\mathbb{E}}_{\eta_{0}}\left(\left|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right](f)\left(x_{l}^{\prime}\right)\right|^{p} \mid \mathcal{F}_{l}\right)^{\frac{1}{p}} \leq 2 a(p) \widehat{\eta}_{l} M_{l+1}^{\prime}\left[\left(\widehat{R}_{l+1}\left(x_{l}^{\prime}, \cdot\right) f\right)^{p}\right]^{\frac{1}{p}}
$$

The above estimate is valid as soon as the r.h.s. in the above inequality is well defined. For instance, assuming that

$$
\begin{aligned}
& (H)_{1} \quad\left\|M_{l+1}^{\prime}\left(u_{l+1}^{2 p}\right)\right\|<\infty \\
& \quad \text { and } \sup _{x_{l}^{\prime}, y_{l}^{\prime} \in E_{l}^{\prime}} \frac{H_{l+1}\left(x_{l}^{\prime}, x_{l+1}^{\prime}\right)}{H_{l+1}\left(y_{l}^{\prime}, x_{l+1}^{\prime}\right)} \leq h_{l+1}\left(x_{l+1}^{\prime}\right) \text { with }\left\|M_{l+1}^{\prime}\left(h_{l+1}^{2 p}\right)\right\|<\infty,
\end{aligned}
$$

we find that

$$
\begin{aligned}
& \sqrt{N} \mathbb{E}\left(\left|\left[M_{l+1}^{\prime}-\widehat{M}_{l+1}^{\prime}\right]\left(u_{l+1}^{\prime}\right)\left(x_{l}^{\prime}\right)\right|^{p} \mid \mathcal{F}_{l}\right)^{\frac{1}{p}} \\
& \quad \leq 2 a(p)\left(\left\|M_{l+1}^{\prime}\left(h_{l+1}^{2 p}\right)\right\|\left\|M_{l+1}^{\prime}\left(\left(u_{l+1}^{\prime}\right)^{2 p}\right)\right\|\right)^{\frac{1}{2 p}}
\end{aligned}
$$

Rephrasing the proof of Theorem 4.2, we just proved the following result.
Theorem 4.3. Under the conditions $(H)_{0}$ and $(H)_{1}$ stated above, for any even integer $p>1$, any $0 \leq k \leq n$, and $x_{k}^{\prime} \in E_{k}^{\prime}$, we have that

$$
\begin{align*}
& \sqrt{N} \mathbb{E}\left(\left|u_{k}^{\prime}\left(x_{k}^{\prime}\right)-\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right)\right|^{p}\right)^{\frac{1}{p}}  \tag{4.8}\\
& \quad \leq 2 a(p) \sum_{k \leq l<n}\left(\left\|M_{l+1}^{\prime}\left(h_{l+1}^{2 p}\right)\right\|\left\|M_{l+1}^{\prime}\left(\left(u_{l+1}^{\prime}\right)^{2 p}\right)\right\|\right)^{\frac{1}{2 p}} .
\end{align*}
$$

In the end, recovering and extending results from [5], it is interesting to point out that both the Broadie-Glasserman estimator and this new Broadie-Glasserman-type adapted estimator have positive bias.

Proposition 4.4. For any $0 \leq k \leq n$ and any $x_{k}^{\prime} \in E_{k}^{\prime}$,

$$
\begin{equation*}
\mathbb{E}\left(\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right)\right) \geq u_{k}^{\prime}\left(x_{k}^{\prime}\right) \tag{4.9}
\end{equation*}
$$

Proof. This inequality can be proved easily by a simple backward induction. The terminal condition $\widehat{u}_{n}^{\prime}=u_{n}^{\prime}$ implies directly the inequality on instant $n$. Assuming the inequality holds true in instant $k$, then Jensen's inequality implies that

$$
\begin{aligned}
\mathbb{E}\left(\widehat{u}_{k}^{\prime}\left(x_{k}^{\prime}\right)\right) & \geq f_{k}\left(x_{k}^{\prime}\right) \vee \mathbb{E}\left(\widehat{M}_{k+1}^{\prime}\left(\widehat{u}_{k+1}^{\prime}\right)\left(x_{k}^{\prime}\right)\right) \\
& \geq f_{k}\left(x_{k}^{\prime}\right) \vee M_{k+1} u_{k+1}^{\prime}\left(x_{k}^{\prime}\right)=u_{k}^{\prime}\left(x_{k}^{\prime}\right),
\end{aligned}
$$

completing the proof of the proposition.

## 5. A genealogical tree based model.

5.1. Neutral genetic models. Using the notation of section 4.1, set

$$
X_{n}=\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right) \in E_{n}=\left(E_{0}^{\prime} \times \cdots \times E_{n}^{\prime}\right)
$$

Further assume that the state spaces $E_{n}^{\prime}$ are finite, and denote by $\eta_{k}$ the distribution of the path-valued random variable $X_{k}$ on $E_{k}$, with $0 \leq k \leq n$.

Further let $M_{k}^{\prime}$ be the Markov transition from $X_{k-1}^{\prime}$ to $X_{k}^{\prime}$, and let $M_{k}$ be the Markov transition from $X_{k-1}$ to $X_{k}$. In section 4.1, we have seen that

$$
M_{k}\left(\left(x_{0}^{\prime}, \ldots, x_{k-1}^{\prime}\right), d\left(y_{0}^{\prime}, \ldots, y_{k}^{\prime}\right)\right)=\delta_{\left(x_{0}^{\prime}, \ldots, x_{k-1}^{\prime}\right)}\left(d\left(y_{0}^{\prime}, \ldots, y_{k-1}^{\prime}\right)\right) M_{k}^{\prime}\left(y_{k-1}^{\prime}, d y_{k}^{\prime}\right)
$$

In the further development, we fix the final time horizon $n$, and for any $0 \leq k \leq n$, we denote by $\pi_{k}$ the $k$ th coordinate mapping:

$$
\pi_{k}: x_{n}=\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right) \in E_{n}=\left(E_{0}^{\prime} \times \cdots \times E_{n}^{\prime}\right) \mapsto \pi_{k}\left(x_{n}\right)=x_{k}^{\prime} \in E_{k}^{\prime}
$$

In this notation, for any $0 \leq k<n, x_{k}^{\prime} \in E_{k}^{\prime}$, and any function $f \in \mathcal{B}\left(E_{k+1}^{\prime}\right)$, we have that

$$
\begin{equation*}
\eta_{n}=\operatorname{Law}\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right) \quad \text { and } \quad M_{k+1}^{\prime}(f)(x):=\frac{\eta_{n}\left(\left(1_{x} \circ \pi_{k}\right)\left(f \circ \pi_{k+1}\right)\right)}{\eta_{n}\left(\left(1_{x} \circ \pi_{k}\right)\right)} \tag{5.1}
\end{equation*}
$$

By construction, it is also readily checked that the flow of measure $\left(\eta_{k}\right)_{0 \leq k \leq n}$ also satisfies the following equation:

$$
\begin{equation*}
\eta_{k}:=\Phi_{k}\left(\eta_{k-1}\right) \quad \forall 1 \leq k \leq n \tag{5.2}
\end{equation*}
$$

with the linear mapping $\Phi_{k}\left(\eta_{k-1}\right):=\eta_{k-1} M_{k}$.
The genealogical tree based particle approximation associated with these recursions is defined in terms of a Markov chain $\xi_{k}^{(N)}=\left(\xi_{k}^{(i, N)}\right)_{1 \leq i \leq N_{k}}$ in the product state spaces $E_{k}^{N_{k}}$, where $N=\left(N_{k}\right)_{0 \leq k \leq N}$ is a given collection of integers:

$$
\begin{equation*}
\mathbb{P}\left(\xi_{k}^{(N)}=\left(x_{k}^{1}, \ldots, x_{k}^{N_{k}}\right) \mid \xi_{k-1}\right)=\prod_{1 \leq i \leq N_{k}} \Phi_{k}\left(\frac{1}{N_{k-1}} \sum_{1 \leq i \leq N_{k-1}} \delta_{\xi_{k-1}^{i}}\right)\left(x_{k}^{i}\right) \tag{5.3}
\end{equation*}
$$

The initial particle system $\xi_{0}^{(N)}=\left(\xi_{0}^{(i, N)}\right)_{0 \leq i \leq N_{0}}$ is a sequence of $N_{0}$ i.i.d. random copies of $X_{0}$. Let $\mathcal{F}_{k}^{N}$ be the sigma-field generated by the particle approximation model from the origin, up to time $k$.

To simplify the presentation, when there is no confusion we suppress the population size parameter $N$, and we write $\xi_{k}$ and $\xi_{k}^{i}$ instead of $\xi_{k}^{(N)}$ and $\xi_{k}^{(i, N)}$. By construction, $\xi_{k}$ is a genetic-type model with a neutral selection transition and a mutation type exploration

$$
\begin{equation*}
\xi_{k} \in E_{k}^{N_{k}} \xrightarrow{\text { Selection }} \widehat{\xi}_{k}:=\left(\widehat{\xi}_{k}^{i}\right)_{1 \leq i \leq \widehat{N}_{k}} \in E_{k}^{\widehat{N}_{k}} \xrightarrow{\text { Mutation }} \xi_{k+1} \in E_{k+1}^{N_{k+1}} \tag{5.4}
\end{equation*}
$$

with $\widehat{N}_{k}:=N_{k+1}$.

During the selection transition, we select randomly $N_{k+1}$ path-valued particles $\widehat{\xi}_{k}:=$ $\left(\widehat{\xi}_{k}^{i}\right)_{1 \leq i \leq N_{k+1}}$ among the $N_{k}$ path-valued particles $\xi_{k}=\left(\xi_{k}^{i}\right)_{1 \leq i \leq N_{k}}$. Sometimes, this elementary transition is called a neutral selection transition in the literature on genetic population models. During the mutation transition $\widehat{\xi}_{k} \rightsquigarrow \xi_{k}$, every selected path-valued individual $\widehat{\xi}_{k}^{i}$ evolves randomly to a new path-valued individual $\xi_{k+1}^{i}=x$ randomly chosen with the distribution $M_{k+1}\left(\widehat{\xi}_{k}^{\imath}, x\right)$, with $1 \leq i \leq \widehat{N}_{k}$. By construction, every particle is a path-valued random variable defined by

$$
\begin{aligned}
& \xi_{k}^{i}:=\left(\xi_{0, k}^{i}, \xi_{1, k}^{i}, \ldots, \xi_{k, k}^{i}\right), \\
& \widehat{\xi}_{k}^{i}:=\left(\widehat{\xi}_{0, k}^{i}, \widehat{\xi}_{1, k}^{i}, \ldots, \widehat{\xi}_{k, k}^{i}\right) \in E_{k}:=\left(E_{0}^{\prime} \times \cdots \times E_{k}^{\prime}\right)
\end{aligned}
$$

By definition of the transition in path space, we also have that

$$
\begin{aligned}
\xi_{k+1}^{i} & =(\underbrace{\left(\xi_{0, k+1}^{i}, \xi_{1, k+1}^{i}, \ldots, \xi_{k, k+1}^{i}\right)}_{\|}, \xi_{k+1, k+1}^{i}) \\
& =(\overbrace{\left(\widehat{\xi}_{0, k}^{i}, \widehat{\xi}_{1, k}^{\imath}, \ldots, \quad \widehat{\xi}_{k, k}^{\imath}\right)}, \quad \xi_{k+1, k+1}^{i})=\left(\widehat{\xi}_{k}^{\imath}, \xi_{k+1, k+1}^{i}\right),
\end{aligned}
$$

where $\xi_{k+1, k+1}^{i}$ is a random variable with distribution $M_{k+1}^{\prime}\left(\widehat{\xi}_{k, k}^{i}, \cdot\right)$. In other words, the mutation transition $\widehat{\xi}_{k}^{i} \rightsquigarrow \xi_{k+1}^{i}$ simply consists in extending the selected path $\widehat{\xi}_{k}^{i}$ with an elementary move $\widehat{\xi}_{k, k}^{\imath} \rightsquigarrow \xi_{k+1, k+1}^{i}$ of the end point of the selected path.

From these observations, it is easy to check that the terminal random population model $\xi_{k, k}=\left(\xi_{k, k}^{i}\right)_{1 \leq i \leq N_{k}}$ and $\widehat{\xi}_{k, k}=\left(\widehat{\xi}_{k, k}^{i}\right)_{1 \leq i \leq N_{k+1}}$ is again defined as a genetic-type Markov chain defined as above by replacing the pair $\left(E_{k}, M_{k}\right)$ by the pair $\left(E_{k}^{\prime}, M_{k}^{\prime}\right)$, with $1 \leq k \leq n$. The latter coincides with the mean field particle model associated with the time evolution of the $k$ th time marginals $\eta_{k}^{\prime}$ of the measures $\eta_{k}$ on $E_{k}^{\prime}$. Furthermore, the above path-valued genetic model coincides with the genealogical tree evolution model associated with the terminal state random variables.

Let $\eta_{k}^{N}$ and $\widehat{\eta}_{k}^{N}$ be the occupation measures of the genealogical tree model after the mutation and the selection steps; that is, we have that

$$
\eta_{k}^{N}:=\frac{1}{N_{k}} \sum_{1 \leq i \leq N_{k}} \delta_{\xi_{k}^{i}} \quad \text { and } \quad \widehat{\eta}_{k}^{N}:=\frac{1}{\widehat{N}_{k}} \sum_{1 \leq i \leq \widehat{N}_{k}} \delta_{\widehat{\xi}_{k}^{i}} .
$$

In this notation, the selection transition $\xi_{k}, \rightsquigarrow \widehat{\xi}_{k}$ consists in choosing $\widehat{N}_{k}$ conditionally i.i.d. random paths $\widehat{\xi}_{k}^{i}$ with common distribution $\eta_{k}^{N}$. In other words, $\widehat{\eta}_{k}^{N}$ is the empirical measure associated with $\widehat{N}_{k}$ conditionally i.i.d. random paths $\widehat{\xi}_{k}^{i}$ with common distribution $\eta_{k}^{N}$. Also observe that $\eta_{k}^{N}$ is the empirical measure associated with $N_{k}$ conditionally i.i.d. random paths $\xi_{k}^{i}$ with common distribution $\eta_{k-1}^{N} M_{k}$.

In practice, we can take $N_{0}=N_{1}=\cdots=N_{n}=N$ when we do not have any information on the variance of $X_{k}$. In the case when we know the approximate variance of $X_{k}$, we can
take a large $N_{k}$ when the variance of $X_{k}^{\prime}$ is large. To clarify the presentation, in the further development of the article we further assume that the particle model has a fixed population size $N_{k}=N$ for any $k \geq 0$.

In what follows, the simulation of the path-valued particle system $\left(\xi_{k}\right)_{0 \leq k \leq n}$ will be called the forward step and is summarized in the following algorithm.

### 5.1.1. Forward algorithm.

Initialization At time step $k=0$, generate $N$ i.i.d. random copies of $X_{0}$ and set $\xi_{0}=$ $\left(\xi_{0}^{i}\right)_{0 \leq i \leq N}$.
At each time step $k=1, \ldots, n$

1. Selection: For each $i=1, \ldots, N$, generate independently an index $I_{i} \in\{1, \ldots, N\}$ with probability $\mathbb{P}\left(I_{i}=j\right)=1 / N$. Then set $\hat{\xi}_{k-1}^{i}=\xi_{k-1}^{I_{i}}$.
2. Mutation: For each $i=1, \ldots, N$, generate independently $N$ i.i.d. random variables $\left(\xi_{k, k}^{i}\right)_{0 \leq i \leq N}$ according to the transition kernel $M_{k}^{\prime}\left(\hat{\xi}_{k-1, k-1}^{i}, \cdot\right)$. Then set $\xi_{k}^{i}=\left(\hat{\xi}_{k-1}^{i}, \xi_{k, k}^{i}\right)$.
5.2. Convergence analysis. For general mean field particle interpretation models (5.3), several estimates can be derived for the above particle approximation model (see, for instance, [10]). For instance, for any $n \geq 0, r \geq 1$, any $f_{n} \in \operatorname{Osc}_{1}\left(E_{n}\right)$, and any $N \geq 1$, we have the unbiased and the mean error estimates

$$
\begin{align*}
& \quad \mathbb{E}\left(\eta_{n}^{N}\left(f_{n}\right)\right)=\eta_{n}\left(f_{n}\right)=\mathbb{E}\left(\widehat{\eta}_{n}^{N}\left(f_{n}\right)\right)  \tag{5.5}\\
& \text { and } \sqrt{N} \mathbb{E}\left(\left|\left[\eta_{n}^{N}-\eta_{n}\right]\left(f_{n}\right)\right|^{r}\right)^{\frac{1}{r}} \leq 2 a(r) \sum_{p=0}^{n} \beta\left(M_{p, n}\right),
\end{align*}
$$

with the Dobrushin ergodic coefficients

$$
\beta\left(M_{p, n}\right):=\sup _{\left(x_{p}, y_{p} \in E_{p}\right)}\left\|M_{p, n}\left(x_{p}, \cdot\right)-M_{p, n}\left(y_{p}, \cdot\right)\right\|_{\mathrm{tv}},
$$

and the collection of constants $a(p)$ defined in (2.7). Arguing as in (2.8), for time homogeneous population sizes $N_{n}=N$, for any functions $f \in \operatorname{Osc}_{1}\left(E_{n}\right)$, we conclude that

$$
\begin{align*}
& \mathbb{P}\left(\left|\left[\eta_{n}^{N}-\eta_{n}\right](f)\right| \geq \frac{b(n)}{\sqrt{N}}+\epsilon\right) \leq \exp \left(-\frac{N \epsilon^{2}}{2 b(n)^{2}}\right)  \tag{5.6}\\
& \quad \text { with } \quad b(n):=2 \sum_{p=0}^{n} \beta\left(M_{p, n}\right) .
\end{align*}
$$

For the path space models (5.1), we have $\beta\left(M_{p, n}\right)=1$ so that the estimates (5.5) and (5.6) take the form

$$
\begin{equation*}
\sqrt{N} \mathbb{E}\left(\left|\left[\eta_{n}^{N}-\eta_{n}\right]\left(f_{n}\right)\right|^{r}\right)^{\frac{1}{r}} \leq 2 a(r)(n+1) \tag{5.7}
\end{equation*}
$$

and

$$
\mathbb{P}\left(\left|\left[\eta_{n}^{N}-\eta_{n}\right](f)\right| \geq \frac{2(n+1)}{\sqrt{N}}+\epsilon\right) \leq \exp \left(-\frac{N \epsilon^{2}}{8(n+1)^{2}}\right) .
$$

In the next lemma we extend these estimates to unbounded functions.
Lemma 5.1. For any $p \geq 1$, we denote by $p^{\prime}$ the smallest even integer greater than $p$. In this notation, for any $k \geq 0$ and any function $f$, we have the almost sure estimate

$$
\begin{align*}
\sqrt{N} \mathbb{E}\left(\mid\left[\eta_{n}^{N}\right.\right. & \left.\left.-\eta_{k-1}^{N} M_{k-1, n}\right]\left.(f)\right|^{p} \mid \mathcal{F}_{k-1}^{N}\right)^{\frac{1}{p}}  \tag{5.8}\\
& \leq 2 a(p) \sum_{l=k}^{n}\left[\eta_{k-1}^{N} M_{k-1, l}\left(\left|M_{l, n}(f)\right|^{p^{\prime}}\right)\right]^{\frac{1}{p^{\prime}}}
\end{align*}
$$

In particular, for any $f \in \mathbb{L}_{p^{\prime}}\left(\eta_{n}\right)$, we have the nonasymptotic estimates

$$
\begin{equation*}
\sqrt{N} \mathbb{E}\left(\left|\left[\eta_{n}^{N}-\eta_{n}\right](f)\right|^{p}\right)^{1 / p} \leq 2 a(p)\|f\|_{p^{\prime}, \eta_{n}}(n+1) . \tag{5.9}
\end{equation*}
$$

Proof. Writing $\eta_{-1}^{N} M_{0}=\eta_{0}$, for any $k \geq 0$, we have the decomposition

$$
\left[\eta_{n}^{N}-\eta_{k-1}^{N} M_{k, n}\right]=\sum_{l=k}^{n}\left[\eta_{l}^{N}-\left(\eta_{l-1}^{N} M_{l}\right)\right] M_{l, n},
$$

with the semigroup

$$
M_{k, n}=M_{k+1} M_{k+2} \ldots M_{n} .
$$

Using the fact that

$$
\mathbb{E}\left(\eta_{l}^{N}(f) \mid \eta_{l-1}^{N}\right)=\left(\eta_{l-1}^{N} M_{l}\right)(f),
$$

we obtain that

$$
\mathbb{E}\left(\left|\left[\eta_{l}^{N}-\left(\eta_{l-1}^{N} M_{l}\right)\right](f)\right|^{p} \mid \mathcal{F}_{l-1}^{N}\right)^{\frac{1}{p}} \leq \mathbb{E}\left(\left|\left[\eta_{l}^{N}-\mu_{l}^{N}\right](f)\right|^{p} \mid \mathcal{F}_{l-1}^{N}\right)^{\frac{1}{p}},
$$

where $\mu_{l}^{N}:=\frac{1}{N} \sum_{i=1}^{N} \delta_{\zeta_{l}^{i}}$ stands for an independent copy of $\eta_{l}^{N}$ given $\eta_{l-1}^{N}$. Using Khinchinetype inequalities, we have that

$$
\begin{aligned}
\sqrt{N} \mathbb{E}\left(\left|\left[\eta_{l}^{N}-\mu_{l}^{N}\right](f)\right|^{p} \mid \mathcal{F}_{l-1}^{N}\right)^{\frac{1}{p}} & \leq 2 a(p) \mathbb{E}\left(\left|f\left(\xi_{l}^{1}\right)\right|^{p^{\prime}} \mid \mathcal{F}_{l-1}^{N}\right)^{\frac{1}{p^{\prime}}} \\
& =2 a(p)\left[\eta_{l-1}^{N} M_{l}\left(|f|^{p^{\prime}}\right)\right]^{\frac{1}{p^{\prime}}}
\end{aligned}
$$

Using the unbias property of the particle scheme, we have that

$$
\forall k \leq l \leq n, \quad \mathbb{E}\left(\eta_{l}^{N}(f) \mid \mathcal{F}_{k-1}^{N}\right)=\left(\eta_{k-1}^{N} M_{k-1, l}\right)(f) .
$$

This implies that

$$
\begin{aligned}
\sqrt{N} \mathbb{E}\left(\left|\left[\eta_{l}^{N}-\left(\eta_{l-1}^{N} M_{l}\right)\right](f)\right|^{p} \mid \mathcal{F}_{k-1}^{N}\right)^{\frac{1}{p}} & \leq 2 a(p) \mathbb{E}\left(\eta_{l-1}^{N} M_{l}\left(|f|^{p^{\prime}}\right) \mid \mathcal{F}_{k-1}^{N}\right)^{\frac{1}{p^{\prime}}} \\
& =2 a(p)\left[\eta_{k-1}^{N} M_{k-1, l}\left(|f|^{p^{\prime}}\right)\right]^{\frac{1}{p^{\prime}}}
\end{aligned}
$$

The end of the proof of (5.8) is now a direct application of Minkowski's inequality, while the proof of (5.9) is a direct consequence of (5.8).
5.3. Particle approximations of the Snell envelope. In section 5.1, we have presented a genealogical based algorithm whose occupation measures $\eta_{n}^{N}$ converge, as $N \uparrow \infty$, to the distribution $\eta_{n}$ of the reference Markov chain $\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right)$ from the origin, up to the final time horizon $n$. Mimicking formula (5.1), we define the particle approximation of the Markov transitions $M_{k}^{\prime}$ as follows:

$$
\widehat{M}_{k+1}^{\prime}(f)(x):=\frac{\eta_{n}^{N}\left(\left(1_{x} \circ \pi_{k}\right)\left(f \circ \pi_{k+1}\right)\right)}{\eta_{n}^{N}\left(\left(1_{x} \circ \pi_{k}\right)\right)}:=\frac{\sum_{1 \leq i \leq N} 1_{x}\left(\xi_{k, n}^{i}\right) f\left(\xi_{k+1, n}^{i}\right)}{\sum_{1 \leq i \leq N} 1_{x}\left(\xi_{k, n}^{i}\right)}
$$

for every state $x$ in the support $\widehat{E}_{k, n}$ of the measure $\eta_{n}^{N} \circ \pi_{k}^{-1}$. Note that $\widehat{E}_{k, n}$ coincides with the collection of ancestors $\xi_{k, n}^{i}$ at level $k$ of the population of individuals at the final time horizon. This random set can alternatively be defined as the set of states $\xi_{k, k}^{i}$ of the particle population at time $k$ such that $\eta_{n}^{N}\left(\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right)\right)>0$; more formally, we have

$$
\begin{equation*}
\widehat{E}_{k, n}:=\bigcup_{1 \leq i \leq N}\left\{\xi_{k, k}^{i}: \eta_{n}^{N}\left(\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right)\right)>0\right\} \tag{5.10}
\end{equation*}
$$

It is interesting to observe that the random Markov transitions $\widehat{M}_{k+1}^{\prime}$ coincide with the conditional distributions of the states $X_{k+1}^{\prime}$ given the current time states $X_{k}^{\prime}$ of a canonical Markov chain $X_{n}:=\left(X_{0}^{\prime}, \ldots, X_{n}^{\prime}\right)$ with distribution $\eta_{n}^{N}$ on the path space $E_{n}:=\left(E_{0}^{\prime} \times \cdots \times E_{n}^{\prime}\right)$. Thus, the flow of $k$ th time marginal measures

$$
\eta_{k, n}^{N}:=\frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_{k, n}^{i}}
$$

are connected by the following formula:

$$
\eta_{k, n}^{N} \widehat{M}_{k, l}^{\prime}=\eta_{l, n}^{N} \quad \forall k \leq l \leq n
$$

with the semigroup $\widehat{M}_{k, l}^{\prime}$ associated with the Markov transitions $\widehat{M}_{k+1}^{\prime}$ given by

$$
\begin{equation*}
\widehat{M}_{k, l}^{\prime}(f)(x)=\widehat{M}_{k+1}^{\prime} \widehat{M}_{k+1}^{\prime} \ldots \widehat{M}_{l}^{\prime}(f)(x)=\frac{\eta_{n}^{N}\left(\left(1_{x} \circ \pi_{k}\right)\left(f \circ \pi_{l}\right)\right)}{\eta_{n}^{N}\left(\left(1_{x} \circ \pi_{k}\right)\right)} \tag{5.11}
\end{equation*}
$$

for every state $x$ in $\widehat{E}_{k, n}$. In connection with (5.10), we also have the following formula:

$$
\eta_{k, n}^{N}=\frac{1}{N} \sum_{i=1}^{N}\left(N \eta_{n}^{N}\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right)\right) \delta_{\xi_{k, k}^{i}}=\sum_{i=1}^{N} \eta_{n}^{N}\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right) \delta_{\xi_{k, k}^{i}}
$$

with the proportion $\eta_{n}^{N}\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right)$ of individuals at the final time horizon having the common ancestor $\xi_{k, k}^{i}$ at level $k$. It is also interesting to observe that

$$
\begin{aligned}
\mathbb{E}\left(\eta_{k, n}^{N}(f) \mid \mathcal{F}_{k}^{N}\right) & =\sum_{i=1}^{N} \mathbb{E}\left(\eta_{n}^{N}\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right) \mid \mathcal{F}_{k}^{N}\right) f\left(\xi_{k, k}^{i}\right) \\
& =\sum_{i=1}^{N} \underbrace{\eta_{k}^{N} M_{k, n}\left(1_{\xi_{k, k}^{i}} \circ \pi_{k}\right)}_{=1 / N} f\left(\xi_{k, k}^{i}\right)=\eta_{k}^{N}(f)
\end{aligned}
$$

The Snell envelope associated with this particle approximation model is defined by the following backward recursion:

$$
\widehat{u}_{k}(x)= \begin{cases}f_{k}(x) \vee \widehat{M}_{k+1}^{\prime}\left(u_{k+1}\right)(x) & \forall x \in \widehat{E}_{k, n}, \\ 0 & \text { otherwise }\end{cases}
$$

In terms of the ancestors at level $k$, this recursion takes the following form:

$$
\widehat{u}_{k}\left(\xi_{k, n}^{i}\right)=f_{k}\left(\xi_{k, n}^{i}\right) \vee \widehat{M}_{k+1}^{\prime}\left(\widehat{u}_{k+1}\right)\left(\xi_{k, n}^{i}\right) \quad \forall 1 \leq i \leq N .
$$

In what follows, the computation of the Snell envelope approximation $\left(\hat{u}_{k}\right)_{0 \leq k \leq n}$ will be called the backward step and is summarized in the following algorithm.

### 5.3.1. Backward algorithm.

Initialization At time step $k=n$, for all $i=1, \ldots, N$, set $\hat{u}_{n}\left(\xi_{n, n}^{i}\right)=f\left(\xi_{n, n}^{i}\right)$.
At each time step $k=n-1, \ldots, 0$, for all $i=1, \ldots, N$, set

$$
\hat{u}_{k}\left(\xi_{k, n}^{i}\right)=f_{k}\left(\xi_{k, n}^{i}\right) \vee \frac{\sum_{j=1}^{N} \hat{u}_{k+1}\left(\xi_{k+1, n}^{j}\right) 1_{\xi_{k, n}^{j}=\xi_{k, n}^{i}}}{\sum_{j=1}^{N} 1_{\xi_{k, n}^{j}}}
$$

For later use in the further development of this section, we quote a couple of technical lemmas. The first one provides some $\mathbb{L}_{p}$ estimates of the normalizing quantities of the Markov transitions $\widehat{M}_{k+1}^{\prime}$. The second one allows us to quantify the deviations of $\widehat{M}_{k+1}^{\prime}$ around its limiting values $M_{k+1}^{\prime}$, as $N \rightarrow \infty$.

Lemma 5.2. For any $p \geq 1$ and $0 \leq i \leq N$, we have the following uniform estimate:

$$
\begin{equation*}
\sup _{N \geq 10 \leq l \leq k \leq n} \sup _{0 \leq k \leq 1}\left\|\eta_{k}^{N}\left(1_{\xi_{l, k}^{i}} \circ \pi_{l}\right)^{-1}\right\|_{p}<\infty . \tag{5.12}
\end{equation*}
$$

Lemma 5.3. For any $p \geq 1$ and $0 \leq i \leq N$, we have the following uniform estimate:

$$
\begin{equation*}
\sup _{0 \leq l \leq n}\left\|\widehat{M}_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)-M_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)\right\|_{p} \leq c_{p}(n) / \sqrt{N} \tag{5.13}
\end{equation*}
$$

with some collection of finite constants $c_{p}(n)<\infty$ whose values depend only on the parameters $p$ and $n$.

The proofs of these lemmas are rather technical; thus they are postponed to the appendices. We are now in position to state and prove the main result of this section.
Theorem 5.4. For any $p \geq 1$ and $0 \leq i \leq N$, we have the following uniform estimate:

$$
\begin{equation*}
\sup _{0 \leq k \leq n}\left\|\left(u_{k}-\widehat{u}_{k}\right)\left(\xi_{k, n}^{i}\right)\right\|_{p} \leq c_{p}(n) / \sqrt{N} \tag{5.14}
\end{equation*}
$$

with some collection of finite constants $c_{p}(n)<\infty$ whose values depend only on the parameters $p$ and $n$.

Proof. First, we use the following decomposition:

$$
\begin{equation*}
\left|u_{k}-\widehat{u}_{k}\right| 1_{\widehat{E}_{k, n}} \leq \sum_{k \leq l \leq n-1} \widehat{M}_{k, l}^{\prime}\left|\left(\widehat{M}_{l+1}^{\prime}-M_{l+1}^{\prime}\right)\left(u_{l+1}\right)\right| 1_{\widehat{E}_{k, n}} . \tag{5.15}
\end{equation*}
$$

By construction, we have that

$$
\widehat{M}_{k, l}^{\prime}\left|\left(\widehat{M}_{l+1}^{\prime}-M_{l+1}^{\prime}\right)\left(u_{l+1}\right)\right| 1_{\widehat{E}_{(k, n)}}=\widehat{M}_{k, l}^{\prime}\left|1_{\widehat{E}_{l, n}}\left(\widehat{M}_{l+1}^{\prime}-M_{l+1}^{\prime}\right)\left(u_{l+1}\right)\right| 1_{\widehat{E}_{k, n}} .
$$

By (5.11), if we set

$$
\widetilde{u}_{l+1}=\left|\left(\widehat{M}_{l+1}^{\prime}-M_{l+1}^{\prime}\right)\left(u_{l+1}\right)\right|
$$

on the set $\widehat{E}_{l, n}$, then we have that

$$
\widehat{M}_{k, l}^{\prime}\left(\widetilde{u}_{l+1}\right)\left(\xi_{k, n}^{i}\right)=\frac{\eta_{n}^{N}\left(\left(1_{\xi_{k, n}^{i}} \circ \pi_{k}\right)\left(\widetilde{u}_{l+1} \circ \pi_{l}\right)\right)}{\eta_{n}^{N}\left(\left(1_{\xi_{k, n}^{i}} \circ \pi_{k}\right)\right)} .
$$

For any $p \geq 1$, we have that

$$
\begin{aligned}
&\left\|\widehat{M}_{k, l}^{\prime}\left(\widetilde{u}_{l+1}\right)\left(\xi_{k, n}^{i}\right)\right\|_{p} \leq\left\|\eta_{n}^{N}\left(\left(1_{\xi_{k, n}^{i}} \circ \pi_{k}\right)\right)^{-1}\right\|_{2}^{1 / p} \\
& \quad \times \mathbb{E}\left(\eta_{n}^{N}\left(\left(1_{\xi_{k, n}^{i}} \circ \pi_{k}\right)\left(\widetilde{u}_{l+1} \circ \pi_{l}\right)^{2 p}\right)\right)^{1 /(2 p)}
\end{aligned}
$$

This implies that

$$
\left\|\widehat{M}_{k, l}^{\prime}\left(\widetilde{u}_{l+1}\right)\left(\xi_{k, n}^{i}\right)\right\|_{p} \leq\left\|\eta_{n}^{N}\left(\left(1_{\xi_{k, n}^{i}} \circ \pi_{k}\right)\right)^{-1}\right\|_{2}^{1 / p} \times \sup _{1 \leq j \leq N}\left\|\widetilde{u}_{l+1}\left(\xi_{l, n}^{j}\right)\right\|_{2 p} .
$$

The proof of (5.14) is now a clear consequence of Lemmas 5.2 and 5.3.
5.4. Bias analysis. To end this subsection, we will prove that just as with the bias of the Broadie-Glasserman-type estimators, the bias of the genealogical tree based estimator is always positive.

Note that, for any $0 \leq k \leq n$, function $f$ on space $E_{k}^{\prime}$, and any $i \in\{1, \ldots, N\}$, we have that

$$
\begin{equation*}
\mathbb{E}\left(f\left(\xi_{k+1, n}^{i}\right) \mid \xi_{k, n}\right)=M_{k+1} f\left(\xi_{k, n}^{i}\right) \tag{5.16}
\end{equation*}
$$

This is because in the neutral genealogical tree model, the selection steps are independent of the mutations steps. Here, $\xi_{k, n}$ contains all the information on the construction of the tree plus the information on the values of the nodes on this tree at instant k. Equation (5.16) comes from the fact that given the information $\xi_{k, n}$, the particle $\xi_{k+1, n}^{i}$ follows the distribution $M_{k+1}^{\prime}\left(\xi_{k, n}^{i}, \cdot\right)$.

Theorem 5.5. For any $0 \leq k \leq n$ and any $i \in\{1, \ldots, N\}$, we have that

$$
\begin{equation*}
\mathbb{E}\left(\widehat{u}_{k}\left(\xi_{k, n}^{i}\right) \mid \xi_{k, n}\right) \geq u_{k}\left(\xi_{k, n}^{i}\right) \tag{5.17}
\end{equation*}
$$

Proof. To prove this, we will use a simple induction argument.
For $l=n, \widehat{u}_{n}=u_{n}$, we easily check that the following inequality is verified for all $i=$ $1, \ldots, N$ :

$$
\begin{equation*}
\mathbb{E}\left(\widehat{u}_{l}\left(\xi_{l, n}^{i}\right) \mid \xi_{l, n}\right) \geq u_{l}\left(\xi_{l, n}^{i}\right) . \tag{5.18}
\end{equation*}
$$

Assume that (5.18) is verified for all $i=1, \ldots, N$, and let us prove that the same inequality is valid for instant $l-1$.

With the elementary decomposition,

$$
\begin{aligned}
\mathbb{E}\left(\widehat{M}_{l}^{\prime}\left(\widehat{u}_{l}\right)\left(\xi_{l-1, n}^{i}\right) \mid \xi_{l-1, n}\right) & =\mathbb{E}\left(\frac{\left.\sum_{j=1}^{N} \widehat{u}_{l}\left(\xi_{l, n}^{j}\right) 1_{\xi_{l-1, n}^{j}=\xi_{l-1, n}^{i}} \mid \xi_{l-1, n}\right)}{\sum_{j=1}^{N} 1_{\xi_{l-1, n}^{j}=\xi_{l-1, n}^{i}}}\right) \\
& =\frac{\sum_{j=1}^{N} \mathbb{E}\left(\widehat{u}_{l}\left(\xi_{l, n}^{j}\right) \mid \xi_{l-1, n}\right) 1_{\xi_{l-1, n}^{j}}=\xi_{l-1, n}^{i}}{\sum_{j=1}^{N} 1_{\xi_{l-1, n}^{j}}=\xi_{l-1, n}^{i}} .
\end{aligned}
$$

By assumption (5.18) and (5.16), we have that

$$
\begin{aligned}
\mathbb{E}\left(\widehat{u}_{l}\left(\xi_{l, n}^{j}\right) \mid \xi_{l-1, n}\right) & \geq \mathbb{E}\left(u_{l}\left(\xi_{l, n}^{j}\right) \mid \xi_{l-1, n}\right) \\
& =M_{l} u_{l}\left(\xi_{l-1, n}^{j}\right) .
\end{aligned}
$$

Applying the preceding decomposition, it follows easily that

$$
\begin{aligned}
\mathbb{E}\left(\widehat{M}_{l} \widehat{u}_{l}\left(\xi_{l-1, n}^{i}\right) \mid \xi_{l-1, n}\right) & \geq \frac{\sum_{j=1}^{N} M_{l} u_{l}\left(\xi_{l-1, n}^{i}\right) 1_{\xi_{l-1, n}^{j}=\xi_{l-1, n}^{i}}}{\sum_{j=1}^{N} 1_{\xi_{l-1, n}^{j}} \xi_{l-1, n}^{i}} \\
& =M_{l} u_{l}\left(\xi_{l-1, n}^{i}\right) .
\end{aligned}
$$

Then we can complete this proof by using Jensen's inequality, getting

$$
\begin{aligned}
\mathbb{E}\left(\widehat{u}_{l-1}\left(\xi_{l-1, n}^{i}\right) \mid \xi_{l-1, n}\right) & \geq f_{l-1}\left(\xi_{l-1, n}^{i}\right) \vee \mathbb{E}\left(\widehat{M}_{l} \widehat{u}_{l}\left(\xi_{l-1, n}^{i}\right) \mid \xi_{l-1, n}\right) \\
& \geq f_{l-1}\left(\xi_{l-1, n}^{i}\right) \vee M_{l} u_{l}\left(\xi_{l-1, n}^{i}\right) \\
& =u_{l-1}\left(\xi_{l-1, n}^{i}\right) .
\end{aligned}
$$

5.5. Numerical simulations. In this section, we give numerical examples to test the genealogical tree algorithm on two types of options from dimension 1 up to 6 .
5.5.1. Price dynamics and options model. Our numerical examples are taken from Bouchard and Warin [7], who provided precise approximations of option values in their examples. The asset prices are modeled by a $d$-dimensional Markov process $\left(\tilde{X}_{t}\right)$ such that each component (i.e., each asset) follows a geometric Brownian motion under the risk-neutral measure; that is, for assets $i=1, \ldots, d$,

$$
\begin{equation*}
\frac{d \tilde{X}_{t}(i)}{\tilde{X}_{t}(i)}=r d t+\sigma_{i} d z_{t}^{i} \tag{5.19}
\end{equation*}
$$

where $z^{i}$, for $i=1, \ldots, d$, are independent standard Brownian motions. The interest rate $r$ is set to $5 \%$ annually. We also assume that for all $i=1, \ldots, d, \tilde{X}_{t_{0}}(i)=1$ and $\sigma_{i}=20 \%$ annually.

We consider two different Bermudan options with maturity $T=1$ year and 11 equally distributed exercise opportunities at dates $t_{k}=k T / n$ with $k=0,1, \ldots, n=10$, associated with two different payoffs:

1. a geometric average put option with strike $K=1$ and payoff $\left(K-\prod_{i=1}^{d} \tilde{X}_{T}(i)\right)_{+}$,
2. an arithmetic average put option with strike $K=1$ and payoff $\left(K-\frac{1}{d} \sum_{i=1}^{d} \tilde{X}_{T}(i)\right)_{+}$.

Table 1
Benchmark values for the geometric and arithmetic put options (taken from [7]).

| Number of assets | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Geometric payoff | 0.06033 | 0.07815 | 0.08975 | 0.09837 | 0.10511 | 0.11073 |
| Arithmetic payoff | 0.06033 | 0.03882 | 0.02947 | 0.02403 | 0.02046 | 0.01830 |

Note that the geometric average put payoff involves the process $\prod_{i=1}^{d} \tilde{X}(i)$ which can be identified with a one-dimensional nonstandard exponential Brownian motion. This trick was used in [7] to compute a precise benchmark option value by PDE techniques. We report in Table 1 the benchmark option values computed in [7] for both the geometric and the arithmetic put options (by using, respectively, the one-dimensional PDE method and the LongstaffSchwartz method with $8 \times 10^{6} \times d^{2}$ simulations and 10 basis functions for each direction).
5.5.2. State space discretization. The genealogical tree algorithm is designed for finite state spaces. Hence, before applying it to the aforementioned continuous space examples, we have to approximate the continuous state space Markov chain solution of (5.19) by a Markov chain with a finite state space. To this end, one can first discretize the state space using either a random tree or a stochastic mesh method, or a binomial tree or a quantization approach ... . In our numerical simulations, the quantization discretization seemed to be the most efficient.

State space partitioning. Here, we propose using a quantization-like approach for the space discretization step. We simulate a first set of $M$ i.i.d. paths at each $n+1$ possible exercise dates $t_{0}, \ldots, t_{n},\left(\tilde{X}_{t_{k}}^{i}\right)_{k=0, \ldots, n}^{i=1, \ldots, M}$ according to dynamic (5.19). Assume now that there exist two integers $N^{\prime}$ and $P$ such that $M$ can be written as the product $M=N^{\prime} P$. Then, at each time step $t_{k}$, the particle set $\mathcal{S}_{k}=\left\{\tilde{X}_{t_{k}}^{1}, \ldots, \tilde{X}_{t_{k}}^{M}\right\}$ can be partitioned into $N^{\prime}$ localized subsets $\left\{\mathcal{S}_{k}^{1}, \ldots, \mathcal{S}_{k}^{N^{\prime}}\right\}$ of $P$ particles. Assume now that there exist $d$ integers $\left(Q_{1}, \ldots, Q_{d}\right)$ such that $N^{\prime}$ can be written as the product $N^{\prime}=Q_{1} \ldots Q_{d}$. Assume for simplicity that $N^{\prime}=Q^{d}$. One way to build this partition $\left\{\mathcal{S}_{k}^{1}, \ldots, \mathcal{S}_{k}^{N^{\prime}}\right\}$ is then to apply the following procedure as in [7]:

1. sort the particles according to the first coordinate, and split the sorted particles into $Q$ subsets containing the same number of particles $Q^{d-1} P$;
2. if $d \geq 2$, for each subset, sort the particles according to the second coordinate, and split the sorted particles into $Q$ subsets containing the same number of particles $Q^{d-2} P$, which finally leads to $Q^{2}$ subsets containing the same number of particles $Q^{d-2} P$;
3. if $d \geq 3$, repeat this procedure recursively; in each direction, $i=3, \ldots, d$.

This operation is realized with a complexity $O(d M \log (M))$ and produces a partition of $\mathcal{S}_{k}$ into $N^{\prime}=Q^{d}$ subsets $\mathcal{S}_{k}^{1}, \ldots, \mathcal{S}_{k}^{N^{\prime}}$ with the same number $P$ of particles.

Now, for each subset $\mathcal{S}_{k}^{j}$, for $j=1, \ldots, N^{\prime}$, we compute a representative state, $S_{k}^{j}$, as the average particle over all the elements of $\mathcal{S}_{k}^{j}$. Then, at each time step $t_{k}$ for $k=1, \ldots, n$, we will consider the finite state space $E_{k}=\left\{S_{k}^{1}, \ldots, S_{k}^{N^{\prime}}\right\}$ and we set $E_{0}=\left\{X_{t_{0}}\right\}$. In what follows, the discrete points $S_{k}^{1}, \ldots, S_{k}^{N^{\prime}}$ will be referred to as the sites.

Finite state space Markov chain. Assume now that a sequence of finite state spaces $E_{k} \subset \mathbb{R}^{d}$ is given for $k=1, \ldots, n$ (for instance, by the above procedure). We define a finite state space Markov chain $\left(X_{k}^{\prime}\right)_{k=0, \ldots, n}$ such that $X_{0}^{\prime}=\tilde{X}_{t_{0}}$ and for all $k=1, \ldots, n$, the following hold:

$$
\text { - } X_{k}^{\prime} \in E_{k}
$$

- $\mathbb{P}\left(X_{k}^{\prime}=S_{k}^{j} \mid X_{k-1}^{\prime}=S_{k-1}^{i}\right)=\mathbb{P}\left(\tilde{X}_{t_{k}} \in V_{k}^{j} \mid \tilde{X}_{t_{k-1}}=S_{k-1}^{i}\right)$, where $V_{k}^{j}$ denotes the Voronoi cell associated with the site $S_{k}^{j}$ in the discrete set $E_{k}$ and $\left(\tilde{X}_{t_{k}}\right)$ is the Markov process verifying (5.19) observed at the discrete times $t_{0}, \ldots, t_{n}$.
To simulate a transition of the Markov chain $\left(X_{k}^{\prime}\right)_{k=0, \ldots, n}$ from the state $S_{k-1}^{i} \in E_{k-1}$ at the time step $k-1$ to the time step $k$, one can apply the following procedure:

1. Simulate a random variable $\tilde{X}_{t_{k}}$ according to $\tilde{M}_{k}\left(S_{k-1}^{i}, \cdot\right)$, where $\tilde{M}_{k}$ denotes the transition kernel of the continuous state space Markov chain verifying (5.19) from time $t_{k-1}$ to $t_{k}$.
2. Set $X_{k}^{\prime}=S_{k}^{i^{*}}$, where $S_{k}^{i^{*}}$ is the nearest neighbor of $\tilde{X}_{t_{k}}$ among the elements of $E_{k}$.
5.5.3. Complexity. In comparison with the quantization method proposed in [25], the genealogical algorithm based on the above space discretization needs only to simulate the finite state space Markov chain $\left(X_{k}^{\prime}\right)$ and avoids the time consuming computation of the transition probabilities.

In terms of complexity, the major part of the computing time is spent in the forward step described in section 5.1.1 for simulating the discrete space Markov chain ( $X_{k}^{\prime}$ ). More precisely, for each transition, one has to compute a nearest neighbor among $N^{\prime}$ sites which finally leads to a complexity of order $O\left(N N^{\prime}\right)$ by time step, when considering the whole set of $N$ particles.

In terms of approximation error, we can decompose the error induced by the whole procedure, on the Snell envelope approximation, into the sum of two terms:

1. the state space discretization error which can be upper bounded, according to [25] or Proposition 3.6, by $\frac{c}{N^{1 / d}}$;
2. the error induced by the genealogical tree algorithm, which could be upper bounded, according to the proof of Theorem 5.4, by $c \frac{N^{\prime \beta}}{N^{1 / 2}}$, for a given positive real $\beta>0$.
Hence, to minimize the resulting upper bound on the global error, one has to choose judiciously the number of sites $N^{\prime}$ as a function of the number of particles such that $N^{\prime}=0\left(N^{\frac{d}{2 \beta d+2}}\right)$. With this choice, the complexity of the global procedure is of order $O\left(N^{\frac{(1+2 \beta) d+2}{2 \beta d+2}}\right)$, with an approximation error bounded by $\frac{c}{N^{2 \beta d+2}}$. In our numerical simulations, we have set $\beta=1 / 2$ so that the complexity grows with the dimension from $N^{4 / 3}, N^{3 / 2}, N^{8 / 5}, \ldots, N^{2}$ for dimensions $d=1,2,3, \ldots, \infty$.

On the other hand, in the backward step (described in section 5.3.1), consisting in computing the Snell envelope, our algorithm requires only a complexity which is linear in the number of particles, $N$. Hence, for a given underlying price process, our approach can rapidly approximate several Bermudan options with different payoff functions.
5.5.4. Numerical results. For each example, we have performed the algorithm for different numbers of particles for $N=5 \times 10^{3}, 1 \times 10^{4}, 2.5 \times 10^{4}, 5 \times 10^{4}, 1 \times 10^{5}, 2 \times 10^{5}, 4 \times 10^{5}, 1 \times$ $10^{6}, 2 \times 10^{6}$. In each case, the sites were computed on the base of $M=\max \left(500000,50 \times N^{\prime}\right)=$ $\max \left(500000,50 \times N^{\frac{d}{d+2}}\right)$ simulations. Many runs of the algorithm were performed to build boxplots for our estimates: 50 runs for $N<10^{6}$ and 24 runs for $N=1 \times 10^{6}$ and $N=2 \times 10^{6}$.

Simulations results are reported in Figure 1 for the geometric put payoff and in Figure 2 for the arithmetic put payoff. First, notice that our algorithm has been implemented without any control variate technique. Moreover, our implementation has not been optimized. In particular, we have not investigated in this article any parallel implementations of our algorithm.


Figure 1. Boxplots for estimated option values (divided by the benchmark values) as a function of the number of particles for the geometric put payoff. The box stretches from the 25 th percentile to the 75 th percentile, the median is shown as a line across the box, the whiskers extend from the box out to the most extreme data value within 1.5 IQR (interquartile range), and red crosses indicate outliers.


Figure 2. Boxplots for estimated option values (divided by the benchmark values) as a function of the number of particles for the arithmetic put payoff. The box stretches from the 25 th percentile to the 75 th percentile, the median is shown as a line across the box, the whiskers extend from the box out to the most extreme data value within 1.5 IQR (interquartile range), and red crosses indicate outliers.

Table 2
Error (in \% of the option value in Table 1) of the genealogical algorithm with $N=25000$ particles and $N^{\prime}=N^{\frac{d}{d+2}}$ sites, and within parentheses of the quantization algorithm with $N=25600$ quantization points (taken from [7]), for the geometric and arithmetic put options.

| Number of assets | $d=3$ | $d=4$ | $d=5$ | $d=6$ |
| :---: | :---: | :---: | :---: | :---: |
| Geometric put error <br> (in \% of the option value) | $2(2)$ | $7(8)$ | $14(15)$ | $17(22)$ |
| Arithmetic put error <br> (in \% of the option value) | $3.5(3.5)$ | $10(8)$ | $15(16)$ | $14(17)$ |

Thus, it does not seem relevant to report any running time measurements on the paper. However, the algorithm complexity gives a good indication of the number of operations required by our algorithm. Moreover, the estimates reported in our graph correspond to the backward estimate provided by Algorithm A2 in Bouchard and Warin [7] and should be compared to that type of estimate. We could also obtain a forward estimate with our genealogical approach by applying the backward induction on the stopping times (just as in the Longstaff-Schwartz algorithm) with probably better performances than the backward estimator, but this is not the subject of the present paper.

Hence, to compare the estimation errors of the backward estimate provided by our algorithm to a corresponding approach, we have reported, in Table 2, the estimation errors obtained with the genealogical algorithm using $N=25000$ particles and $N^{\prime}=N^{\frac{d}{d+2}}$ sites, in valuing the geometric put (on the first line) and the arithmetic put (on the second line) and, within parentheses, the performances of the backward estimate provided by the quantization approach [2] implemented in [7], with 25600 quantization points for the same options. One can observe that both algorithms achieve similar performances for approximately the same number $N$ of quantization points (for the quantization algorithm) and particles (for the genealogical algorithm).

Now, notice that the complexity (per time step) of the genealogical algorithm is of order $N N^{\prime}=N^{\frac{2 d+2}{d+2}}$ for the construction of the genealogical tree and of order $N$ for the backward induction on the prices, which is slightly smaller than the complexity of the quantization approach of order $N^{2}$ for the backward induction on prices (without taking into account the complexity related to the construction of the quantization tree and to the computation of the transition probabilities). Hence, we can conclude that our new algorithm is competitive with respect to comparable algorithms.

Notice that one can observe on the graph that for $d=2$ or 3 the bias of our estimator can be negative. However, this is not in contradiction to Theorem 5.5. Indeed, recall that our estimator cumulates two kinds of approximations:

1. The first approximation is the discretization of the Markov chain which can induce a negative bias.
2. The second is the backward genealogical algorithm to compute the Snell envelope of the discrete Markov chain which (by theorem) induces a positive bias.
Looking into further applications, this algorithm is also well suited for Bermudan options with path dependent payoff. Indeed, by construction, the genealogical tree algorithm is defined in terms of the historical process; then it is able to compute conditional expectations with respect to the whole past of the process with no additional complexity.

In the same vein, we believe that this algorithm and the related convergence result could be extended, with slight modifications, to the more general case of reflected backward stochastic differential equations with a nonzero driver that does not depend on the $z$ variable and which satisfies suitable regularity conditions.

Finally, in further research, it could also be interesting to extend this algorithm for the computation of price sensitivities for hedging purposes.

Appendix A. Proof of Lemma 5.2. Set

$$
\delta_{l, n}(N):=\inf _{x \in E_{l}^{\prime}} \eta_{n}^{N}\left(g_{l, x}\right)
$$

with the function $g_{l, x}$ defined in (B.2). Note that

$$
\mathbb{P}\left(\delta_{l, n}(N)=0\right) \leq \sum_{x \in E_{l}^{\prime}} \mathbb{P}\left(\eta_{n}^{N}\left(g_{l, x}\right)=0\right)
$$

On the other hand, for any $\epsilon \in[0,1)$ we have

$$
\mathbb{P}\left(\eta_{n}^{N}\left(g_{l, x}\right)=0\right) \leq \mathbb{P}\left(\left|\eta_{n}^{N}\left(g_{l, x}\right)-\eta_{n}\left(g_{l, x}\right)\right|>\epsilon \eta_{n}\left(g_{l, x}\right)\right) .
$$

Arguing as in (5.7), for any $x \in E_{l}^{\prime}$ s.t. $\eta_{n}\left(g_{l, x}\right)\left(=\mathbb{P}\left(X_{l}^{\prime}=x\right)\right)>0$ we prove that

$$
\begin{equation*}
\sqrt{N} \mathbb{E}\left(\left|\eta_{n}^{N}\left(g_{l, x}\right)-\eta_{n}\left(g_{l, x}\right)\right|^{r}\right)^{\frac{1}{r}} \leq 2 a(r)(n+1) \eta_{n}\left(g_{l, x}\right)^{-1} \tag{A.1}
\end{equation*}
$$

and therefore

$$
\mathbb{P}\left(\left|\eta_{n}^{N}\left(g_{l, x}\right)-\eta_{n}\left(g_{l, x}\right)\right| \geq\left(\frac{2(n+1)}{\sqrt{N}}+\epsilon\right) \eta_{n}\left(g_{l, x}\right)\right) \leq \exp \left(-\frac{N \epsilon^{2}}{8(n+1)^{2}}\right)
$$

For any $N \geq(2(n+1) /(1-\epsilon))^{2}$, this implies that

$$
\mathbb{P}\left(\delta_{l, n}(N)=0\right) \leq \operatorname{Card}\left(E_{l}^{\prime}\right) \exp \left(-\frac{N \epsilon^{2}}{8(n+1)^{2}}\right)
$$

If we choose $\epsilon=1 / 2$ and $N \geq(4(n+1))^{2}$, we conclude that

$$
\mathbb{P}\left(\delta_{l, n}(N)=0\right) \leq \operatorname{Card}\left(E_{l}^{\prime}\right) \exp \left(-\frac{N}{32(n+1)^{2}}\right)
$$

On the other hand, by construction we have the almost sure estimate

$$
\eta_{n}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)=\sum_{x \in E_{l}^{\prime}} \eta_{n}^{N}\left(g_{l, x}\right) 1_{\xi_{l, n}^{i}=x} \geq \delta_{l, n}(N) 1_{\delta_{l, n}(N)>0}+\frac{1}{N} 1_{\delta_{l, n}(N)=0},
$$

from which we find that

$$
\eta_{n}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1} \leq \delta_{l, n}(N)^{-1} 1_{\delta_{l, n}(N)>0}+N 1_{\delta_{l, n}(N)=0} .
$$

Therefore, we have

$$
\begin{aligned}
\left\|\eta_{n}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{p} & \leq\left\|\delta_{l, n}(N)^{-1} 1_{\delta_{l, n}(N)>0}\right\|_{p}+N\left\|1_{\delta_{l, n}(N)=0}\right\|_{p} \\
& \leq \sum_{x \in E_{l}^{\prime}}\left\|\eta_{n}^{N}\left(g_{l, x}\right)^{-1} 1_{\eta_{n}^{N}\left(g_{l, x}\right)>0}\right\|_{p}+N \mathbb{P}\left(\delta_{l, n}(N)=0\right)^{1 / p} .
\end{aligned}
$$

If we set $\bar{g}_{l, n}(x)=g_{l, x} / \eta_{n}\left(g_{l, x}\right)$, using the fact that

$$
\frac{1}{1-u}=1+u+u^{2}+\frac{u^{3}}{1-u},
$$

for any $u \neq 1$, and $\eta_{n}^{N}\left(\bar{g}_{l, x}\right)^{-1} 1_{\eta_{n}^{N}\left(g_{l, x}\right)>0} \leq N \eta_{n}\left(g_{l, x}\right)$, we find that

$$
\begin{aligned}
\eta_{n}^{N}\left(\bar{g}_{l, x}\right)^{-1} 1_{\eta_{n}^{N}\left(g_{l, x}\right)>0} \leq & 1+\left|1-\eta_{n}^{N}\left(\bar{g}_{l, x}\right)\right|+\left(1-\eta_{n}^{N}\left(\bar{g}_{l, x}\right)\right)^{2} \\
& +N \eta_{n}\left(g_{l, x}\right)\left|1-\eta_{n}^{N}\left(\bar{g}_{l, x}\right)\right|^{3} .
\end{aligned}
$$

Combining this estimate with (A.1), for any $p \geq 1$ we prove the following upper bound:

$$
\begin{aligned}
\left\|\eta_{n}^{N}\left(\bar{g}_{l, x}\right)^{-1} 1_{\eta_{n}^{N}\left(g_{l, x}\right)>0}\right\|_{p} \leq & 1+\frac{1}{\sqrt{N}} 2 a(p)(n+1)+(2 a(2 p)(n+1))^{2} \frac{1}{N} \\
& +\frac{1}{\sqrt{N}}(2 a(3 p)(n+1))^{3},
\end{aligned}
$$

from which we find the rather crude estimates

$$
\left\|\eta_{n}^{N}\left(\bar{g}_{l, x}\right)^{-1} 1_{\eta_{n}^{N}\left(g_{l, x}\right)>0}\right\|_{p} \leq 1+\frac{3}{\sqrt{N}} a^{\prime}(p)(n+1)^{3},
$$

with the collection of finite constants $a^{\prime}(p):=2 a(p)+(2 a(2 p))^{2}+(2 a(3 p))^{3}$. Using the above exponential inequalities, we find that

$$
\left\|\eta_{n}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{p} \leq \sum_{x \in E_{l}^{\prime}} \frac{1}{\eta_{n}\left(g_{l, x}\right)}\left[1+\frac{3}{\sqrt{N}} a^{\prime}(p)(n+1)^{3}\right]+N \operatorname{Card}\left(E_{l}^{\prime}\right)^{1 / p} \exp \left(-\frac{N}{32 p(n+1)^{2}}\right)
$$

completing the proof of the lemma.

## Appendix B. Proof of Lemma 5.3. By construction, we have

$$
\begin{equation*}
\forall x \in \widehat{E}_{l, n}, \quad M_{l+1}^{\prime}(f)(x)=\frac{\eta_{l}^{N} M_{l, n}\left(\left(1_{x} \circ \pi_{l}\right)\left(f \circ \pi_{l+1}\right)\right)}{\eta_{l}^{N} M_{l, n}\left(\left(1_{x} \circ \pi_{l}\right)\right)} . \tag{B.1}
\end{equation*}
$$

Thus, by (B.1), we have

$$
\widehat{M}_{l+1}^{\prime}(f)(x)-M_{l+1}^{\prime}(f)(x):=\frac{\eta_{n}^{N}\left(g_{l, x} f_{l+1}\right)}{\eta_{n}^{N}\left(g_{l, x}\right)}-\frac{\eta_{l}^{N} M_{l, n}\left(g_{l, x} f_{l+1}\right)}{\eta_{l}^{N} M_{l, n}\left(g_{l, x}\right)},
$$

for any $x \in \widehat{E}_{l, n}$, with the collection of functions

$$
\begin{equation*}
g_{l, x}:=1_{x} \circ \pi_{l} \quad \text { and } \quad f_{l+1}:=f \circ \pi_{l+1} . \tag{B.2}
\end{equation*}
$$

It is readily checked that

$$
\widehat{M}_{l+1}^{\prime}(f)(x)-M_{l+1}^{\prime}(f)(x)=\frac{1}{\eta_{n}^{N}\left(\bar{g}_{l, x}^{N}\right)}\left[\eta_{n}^{N}\left(\bar{f}_{l+1, x}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, x}^{N}\right)\right]
$$

for any $x \in \widehat{E}_{l, n}$, with the pair of $\mathcal{F}_{l}^{N}$-measurable functions

$$
\bar{f}_{l+1, x}^{N}:=\frac{g_{l, x}}{\eta_{l}^{N} M_{l, n}\left(g_{l, x}\right)}\left[f_{l+1}-\frac{\eta_{l}^{N} M_{l, n}\left(g_{l, x} f_{l+1}\right)}{\eta_{l}^{N} M_{l, n}\left(g_{l, x}\right)}\right] \quad \text { and } \quad \bar{g}_{l, x}^{N}=\frac{g_{l, x}}{\eta_{l}^{N} M_{l, n}\left(g_{l, x}\right)} .
$$

It is also important to observe that as $g_{l, x}$ varies only on $E_{l}^{\prime}$, then

$$
\eta_{l}^{N} M_{l, n}\left(g_{l, x}\right)=\eta_{l}^{N}\left(g_{l, x}\right) \leq 1 .
$$

In this notation, for any $0 \leq i \leq N$ and any $p \geq 1$, we have

$$
\begin{align*}
& \left\|\widehat{M}_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)-M_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)\right\|_{p} \\
& \quad \leq\left\|\eta_{n}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{2 p}\left\|\eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)\right\|_{2 p} . \tag{B.3}
\end{align*}
$$

The collection of random functions $\bar{f}_{l+1, \xi_{l, l}^{j}}^{N}$ is well defined, and we have

$$
\begin{aligned}
& \left(\eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)\right)^{\beta} \\
& \quad=\frac{1}{\eta_{l}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)} \frac{1}{N} \sum_{j=1}^{N}\left[\eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N}\right)\right]^{\beta} 1_{\xi_{l, l}^{j}=\xi_{l, n}^{i}}
\end{aligned}
$$

for any $\beta \geq 0$. Combining the above formula for $\beta=2 p$ and Holder's inequality, we prove that

$$
\begin{aligned}
& \left\|\eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)\right\|_{2 p} \\
& \quad \leq\left\|\eta_{l}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{q}^{1 /(2 p)} \times \sup _{1 \leq j \leq N} \| \eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N} \|_{2 p q^{\prime}},\right.
\end{aligned}
$$

for any $q, q^{\prime} \geq 1$, with $\frac{1}{q}+\frac{1}{q^{\prime}}=1$.
We observe that, as $\left(\xi_{l, l}^{j},\left(\xi_{l, l}^{i}\right)_{0 \leq i \leq N},\left(\xi_{l, n}^{i}\right)_{0 \leq i \leq N}\right)$ have the same distribution, for any $1 \leq$ $j \leq N$, then for any function $h$ and any $1 \leq j, j^{\prime} \leq N$ we have that

$$
\mathbb{E}\left(h\left(\xi_{l, l}^{j},\left(\xi_{l, l}^{i}\right)_{0 \leq i \leq N},\left(\xi_{l, n}^{i}\right)_{0 \leq i \leq N}\right)\right)=\mathbb{E}\left(h\left(\xi_{l, l}^{j^{\prime}},\left(\xi_{l, l}^{i}\right)_{0 \leq i \leq N},\left(\xi_{l, n}^{i}\right)_{0 \leq i \leq N}\right)\right),
$$

which implies that

$$
\begin{aligned}
& \sup _{1 \leq j \leq N} \| \eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N} \|_{2 p q^{\prime}}\right. \\
&=\| \eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, l}^{j}}^{N} \|_{2 p q^{\prime}}\right.
\end{aligned}
$$

As this equation works for any $1 \leq j \leq N$, in the further development we take $j=1$ to simplify the notation.

Using Lemma 5.1, and recalling that $\eta_{l}^{N} M_{l, n}\left(g_{l, x}\right)=\eta_{l}^{N}\left(g_{l, x}\right)$, for any $1 \leq j \leq N$ we prove the almost sure estimate

$$
\begin{aligned}
& \sqrt{N} \mathbb{E}\left(\left|\left[\eta_{n}^{N}-\eta_{l}^{N} M_{l, n}\right]\left(\bar{f}_{l+1, \xi_{l, l}^{1}}^{N}\right)\right|^{2 p q^{\prime}} \mid \mathcal{F}_{l}^{N}\right)^{\frac{1}{2 p q^{\prime}}} \\
& \quad \leq 2 a\left(2 p q^{\prime}\right)(n-l)\left[\eta_{l}^{N} M_{l, n}\left(\left|\bar{f}_{l+1, \xi_{l, l}^{1}}^{N}\right|^{2 p q^{\prime}}\right)\right]^{\frac{1}{2 p q^{\prime}}} \\
& \quad \leq 4 a\left(2 p q^{\prime}\right)(n-l)\left\|f_{l+1}\right\|\left(\eta_{l}^{N} M_{l, n}\left(g_{l, \xi_{l, l}^{1}}\right)\right)^{\frac{1}{2 p q^{\prime}}-1} .
\end{aligned}
$$

This yields that

$$
\begin{aligned}
\sqrt{N} \mathbb{E}\left(\left|\left[\eta_{n}^{N}-\eta_{l}^{N} M_{l, n}\right]\left(\bar{f}_{l+1, \xi_{l, l}^{1}}^{N}\right)\right|^{2 p q^{\prime}} \mid \mathcal{F}_{l}^{N}\right)^{\frac{1}{2 p q^{\prime}}} \\
\leq 4 a\left(2 p q^{\prime}\right)(n-l)\left\|f_{l+1}\right\| \eta_{l}^{N}\left(g_{l, \xi_{l, l}^{1}}\right)^{-1}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
& \sqrt{N}\left\|\eta_{n}^{N}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)-\eta_{l}^{N} M_{l, n}\left(\bar{f}_{l+1, \xi_{l, n}^{i}}^{N}\right)\right\|_{2 p q^{\prime}} \\
& \quad \leq 4 a\left(2 p q^{\prime}\right)(n-l)\left\|f_{l+1}\right\|\left\|\eta_{l}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{q}^{1 /(2 p)}\left\|\eta_{l}^{N}\left(g_{l, \xi_{l, l}^{1}}\right)^{-1}\right\|_{2 p q^{\prime}}
\end{aligned}
$$

Finally, by (B.3), we conclude that

$$
\begin{aligned}
\sqrt{N} & \left\|\widehat{M}_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)-M_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)\right\|_{p} \\
& \leq 4 a\left(2 p q^{\prime}\right)(n-l)\left\|f_{l+1}\right\|\left\|\eta_{n}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{2 p}\left\|\eta_{l}^{N}\left(g_{l, \xi_{l, n}^{i}}\right)^{-1}\right\|_{q}^{1 /(2 p)} \\
& \times\left\|\eta_{l}^{N}\left(g_{l, \xi_{l, l}^{1}}\right)^{-1}\right\|_{2 p q^{\prime}}
\end{aligned}
$$

We prove (5.13), by taking $q=1+2 p$ and $q^{\prime}=1+1 /(2 p)$, so that $q=2 p q^{\prime} \geq 2 p$

$$
\begin{aligned}
\sqrt{N} & \left\|\widehat{M}_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)-M_{l+1}^{\prime}(f)\left(\xi_{l, n}^{i}\right)\right\|_{p} \\
& \leq 4 a(1+2 p)(n-l)\left\|f_{l+1}\right\| \sup _{l \leq k \leq n}\left\|\eta_{k}^{N}\left(g_{l, \xi_{l, k}^{1}}\right)^{-1}\right\|_{1+2 p}^{2+1 /(2 p)}
\end{aligned}
$$

This end of proof is now a direct consequence of Lemma 5.2.
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