Real Time Pedestrian Tracking using Thermal Infrared Imagery
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Abstract—In the study, a real time pedestrian tracking algorithm is presented using thermal infrared imagery. It makes use of the characteristics of pedestrian body regions in infrared images, which is based on a particle filter framework. The method constructs the regions of interest's (ROI) histogram representation in an intensity-distance projection space model, so as to hurdle the disadvantage of insufficient information when only intensity feature is considered. In addition, the tracking algorithm which embeds the above mentioned representation model in the particle filter framework and update the sample's representation model automatically. The experimental results are gained by using different infrared image sequences, which show that the proposed scheme achieves more robust and stable than the classical tracking method.
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I. INTRODUCTION

Pedestrian tracking plays a key role in many research fields, such as video surveillance, human-computer interaction, and automatic driving assistance systems nowadays [1-3]. However, the tracking problem becomes very difficult because of the pedestrian's appearance variability, especially in outdoor environments [4]. Compared with visible light images, infrared images have their unique advantages. The intensity of target object is mainly determined by its temperature and radiated heat and is independent of the current light conditions, so the tracking system can be applied indiscriminately day and night. Also the infrared images almost eliminate the influences of the color, texture, and illumination on the appearance variability of target object. Therefore, there is a latent development potential for pedestrian tracking in infrared images. In the early days, the infrared technology is mainly applied to the military fields for its high cost. Recently, the development of infrared technology and the drop of its cost have both make it possible to enable its use in many industrial and civil fields. Many researchers pay their attentions to the problems of robust pedestrian detection and tracking in infrared imagery [5-8].

In visible light images, pedestrian body have distinct discrimination features compared to non-pedestrian target object, such as different skin colors which can be easily used to construct the pedestrian representation model. In infrared images, the surrounding's non-pedestrian target objects' (such as cars, animals, light poles, and buildings) intensities are often similar to the pedestrian body’s intensity, which makes it very fallibility to construct the pedestrian's representation model only depends on its intensity. Although infrared images enable better image segmentation, the performance of current tracking algorithms is poorer [9]. In reference [10], Darrel et al. present an interactive system for detecting and tracking several people. Their system detects and track people using the integration of the information provided by three models: a skin detector, a face detector and the disparity map. However, there is a main drawback for the system as it relies on a predefined color model. When the illumination conditions differ significantly from the training samples [11], there would be a degration on the tracking performance. In [12], a dynamic skin color model is used to solve this problem. In [13], Harville presents an interesting method to locate and tracking multiple people in stereo images. It first uses a sophisticated image analysis method [14] to build the environment model before the detection process. Human tracking is implemented using the Kalman filter combined with deformable templates. The main drawback of the system is that the detection heuristics employed can lead to incorrectly taking as people new objects in the scene which is similar to human beings. In reference [5], Yasuno et al propose a system for pedestrian detection and tracking which uses the fixed camera and requires...
the human’s head to be located in the center of field view. The system takes the former detected pedestrian’s head as the template making use of the brighter property of the head in infrared images. Then it tracks the pedestrian’s head by template match algorithm. In [8], F. L. Xu et al. adopt the combination of Kalman filter and mean shift algorithm to tracking human’s head using the high brightness of human’s head too. Therefore, the current algorithm for the tracking problem is mainly used for tracking parts of the human being, such as head or other parts. Also the tracking algorithms for infrared image sequences are based on the characteristic of intensity only and are applied for specific environments, so the application fields and performance of them are limited.

This paper addresses the problem of robust performance for tracking pedestrian from infrared image sequences. The proposed approach is based on a novel intensity-distance projection space, which hurdle the disadvantage of insufficient information represented by the current pedestrian representation model in infrared images. At first, we propose a method for constructing the robust pedestrian representation model which projects the pedestrian body’s regions of interest (ROI) into the intensity-distance projection space. Then, we embed the pedestrian projection histograms in the particle filter framework and propagate the sample distributions over time.

This paper is organized as follows. Section 2 describes our pedestrian histogram representation model based on the intensity-distance projection space. In section 3, we propose our tracking algorithm which embeds the above mentioned representation model in the particle filter framework and update the sample’s representation model automatically. In section 4 we successfully apply this algorithm to real infrared image sequences of pedestrians. Section 5 concludes the paper.

II. INTENSITY-DISTANCE PROJECTION SPACE BASED ON PEDESTRIAN REPRESENTATION MODEL

Pedestrian body in infrared images has the characteristic of high intensity, which can be used for tracking purpose. However, when only the intensity is considered, the algorithm’s result is uncertainty because of the high intensity interference of other targets. Therefore we must find certain robust pedestrian representation model to correctly differentiate pedestrian from non-pedestrian target. When compared to non-pedestrian, the shape of different pedestrian body has more similarities. In infrared tracking domain, the variability of pedestrian movements in image sequences is small, and the pedestrian’s shape can be taken almost as the same. So we can make use of shape feature to enhance the tracking performance. The paper presents an effective pedestrian representation model which constructs the model using the intensity-distance projection space. Furthermore, the method presented can be easily implemented and requires small computational time.

A rectangle window is used to represent the pedestrian target's region, and then the target’s distance feature and intensity feature are analyzed respectively. Let m be the rectangle window’s width, n be the length and I(x, y) be the pixel’s intensity which is located in (x, y) in the current image. The pedestrian histogram representation model based on the intensity-distance projection space is constructed in the following steps.

1. Compute the distance between each point (x, y) and the image’s center point.
2. Plot out the distances to the according histogram levels.
3. Construct the intensity histogram
4. Construct the united histogram

In the construction of distance histogram, $d(x, y) = \sqrt{(x - x_0)^2 + (y - y_0)^2}$ (x0, y0) is the center point of the image) is used to compute the distance between each point (x, y) and the image’s center point. Plot out the distances according to histogram levels.

$$H_r(k) = \sum_{i=1}^{m} \sum_{j=1}^{n} \delta[d'(x, y) - k]$$

where k = 1, 2, …z is the histogram's level and $\delta$ is the Kronecker delta function.

In the construction of the intensity histogram, the intensity histogram is used to acquire the intensity histogram, we need to analyze the target's intensity feature and plot out different intensities to the according histogram.

$$H_2(f) = \sum_{i=1}^{m} \sum_{j=1}^{n} \delta[I'(x, y) - f]$$

$$I'(x, y) = \left\{ \begin{array}{ll} 1 & I(x, y) = 0 \\ \text{floor}(I(x, y) / 255) & \text{others} \end{array} \right.$$
two histograms. The united histogram is as the following.

\[ H(k, f) = \sum_{x=1}^{m} \delta[d'(x, y) - k][\delta[I'(x, y) - f]] \] (5)

After getting the final united histogram, we need to choose the histogram’s levels \( z \). The different value of \( z \) can affect the tracking result. In the study, we set \( z \) to 7 according to the experimental result.

III. PEDESTRIAN TRACKING IN THE PARTICLE FILTER FRAMEWORK

In recent years there has been a flurry of interest in applying Particle Filtering (PF), also known as Condensation, Sequential Monte Carlo or Sequential Importance Sampling (SIS), to optimal estimation problems for non-linear non-Gaussian state-space models, such as computer vision problems [15-17]. Particle filter technique is a popular method in tracking domain for its excellent performance [18]. It can solve the non-gaussian and non-linear problems in object tracking. Applications on parameterized or non-parameterized contour tracking [19-21], and human tracking [22, 23] have demonstrated its usefulness. The paper embeds the upper pedestrian representation model in the particle filter framework and implements adaptive tracking.

A. Overview of Particle Filtering

Particle filtering implements the recursive Bayesian approximation method, and can be applicable for any non-linear system which can be represented by the state space model. The advantages of particle filtering are that the approximated probability density needs not to be the Gaussian distribution and it uses the non-parametric method to describe the target’s state. Each particle represents the hypothetical state of the target in the sample set and the weight of the particle describes how the particle approximates the target’s true state. During the evolution of the particles, the large weight particles are conserved, while the small weight particles are discarded. As the recursive state and measurement of the target update, the sample set trends to obey the evolution of the particles, the large weight particles approximates the target’s true state. During

Let the vector \( X_t \) denotes the state of a tracked target while the vector \( Z_t \) describes all the observations \( \{z_1, ..., z_t\} \) up to time \( t \). The basic idea of particle filtering is to approximate the target’s a posteriori probability density by a weighted particle sample set \( S = \{s^{(n)}, \pi^{(n)} \mid n = 1, ..., N\} \). Each particle sample describes one hypothetical state of the target, with a corresponding discrete weight \( \pi \), where \( \sum_{n=1}^{N} \pi^{(n)} = 1 \).

The weight of the particle is determined by the measurement equation and generally is set as \( \pi^{(n)} = p(Z_t \mid X_t = S^{(n)}) \). After computing all the particles’ weights, we can get the expected value of the target’s state.

\[ E(S) = \sum_{n=1}^{N} \pi^{(n)} S^{(n)} \] (6)

B. Intensity-distance Projection Space Based Particle Filtering

The state vector of the sampled particle can be set as \( S = \{x, y, x', y', H_x, H_y\} \), where \( (x, y) \) represents the position of the target in the image, \( (x', y') \) is the speed of the target and \( (H_x, H_y) \) is the width and height. The state transition equation is defined by a second-order autoregressive model as follows.

\[ S_t = 2S_{t-1} - S_{t-2} + W_t \] (7)

where \( W_t \) represents the noise vector corresponding to the state vector.

We need to determine the measurement equation when using the histogram to describe the target. The measurement equation is the distance between the feature histogram of the particle and the reference histogram of the target. The proposed tracker uses the Bhattacharyya distance to represent the similarity measurement function. The reference histogram is set as

\[ q = \{q_u\}_{u=1,...,m}, \quad \sum_{u=1}^{m} q_u = 1 \] (8)

and the \( i \)th particle’s feature histogram is set as

\[ p(i) = \{p_u(i)\}_{u=1,...,m}, \quad \sum_{u=1}^{m} p_u(i) = 1 \] (9)

The Bhattacharyya coefficient which measures the similarity between the two histograms \( p \) and \( q \) is

\[ \rho(i) = \rho[p(i), q] = \frac{1}{m} \sum_{u=1}^{m} \sqrt{p_u(i)q_u} \] (10)

The coefficient approaches to 1 when the two histograms are equal. We can define the measurement equation of the particle as

\[ d(i) = \sqrt{1 - \rho[p(i), q]} \] (11)

The weight of the particle is set as a Gaussian function according to its measurement with the standard variation \( \sigma \).

\[ \pi(i) = \frac{1}{\sqrt{2\pi\sigma}} e^{-d^2(i)/2\sigma^2} \] (12)

After acquiring the initial position of the target manually or automatically by background extraction, we
can use the upper tracking algorithm to track the selected object. The tracking algorithm is shown in Table I.

<table>
<thead>
<tr>
<th>Table I: The Tracking Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization</strong></td>
</tr>
<tr>
<td><strong>State prediction</strong></td>
</tr>
<tr>
<td><strong>Measurement updating</strong></td>
</tr>
<tr>
<td><strong>State updating</strong></td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

The theory outlined above has been successfully tested on two different real infrared image sequences came from the OTCBVSS Benchmark Database [24]. The two database image sequences are from OSU Color-Thermal Database [25] and taken at busy pathway intersections on the Ohio State University campus. Each sequence is taken by a still camera and the image size is 240x320. The cameras are mounted adjacent to each other on tripod at two locations approximately 3 stories above ground.

The experiments are divided into two groups. Firstly the optimal number of particles is acquired through experiments. We compare the performance of different number (10 to 200) of particles to that of the ideal number (unlimited in theory and 500 in reality) of particles and set the optimal number of particles as 60. Secondly, we separately use both the proposed algorithm and the intensity-based algorithm to track objects and compare the tracking results of the two algorithms. All the tests are run on a normal PC with an Intel Pentium 2.4GHz processor and the software MATLAB6.5. When the number of particles is set as 60, the tracking speed of the proposed algorithm approaches 5-10 fps/s. It would run faster if the system is implemented using the C language. Therefore, our proposed algorithm could tracking pedestrians accurately in real time.

A. The Relation Between Tracking Performance and Number of Particles

The number of particles affects the tracking performance in two aspects: the computation load and the location precisions. Like the traditional correlation tracking methods, the computation load of correlation tracking algorithm based on the particle filtering is depended mainly on the computation of correlation values. If there are $N$ particles, then we need to compute the correlation values for $N$ times. Suppose the size of search area is $M_1 \times M_2$, then the ratio between the computation load ($O_1$) of tracking algorithm based on the particle filtering and the computation load ($O_2$) based on the traditional tracking algorithm is

$$\frac{O_1}{O_2} \approx \frac{N}{M_1 \times M_2}.$$  

In general, if we add the number of particles, then we can track the target more accurately. However, when the number of particles is equal or bigger than one certain value (such as $M_1 \times M_2$), then the target state of some particles are possible the same. The computation load of those particles are wasted. So we try to acquire the optimal number of particles through several experiments. To add the step between targets in adjacent frames, we get one target every 5 frames in the original test image sequences. Figure 2-7 show the tracking error curves when the number of particles ($N$) is set 20, 30, 45, 50, 60 and 150. Table II summarizes the tracking error statistics for different number of particles. We can see that the tracking failed almostly when the number of particles is below 45. The tracking error is decreasing as the number is increasing. When the number of particles reaches 60, the mean tracking error is less than 0.7 pixel. Adding the number continuously can not improve the tracking performance distinctly. Therefore we set the optimal number of particles as 60 in the experiments.

Figure 2. The tracking error curves (N=20)
B. The Comparisons Between Different Algorithms

We compare the tracking performance between our proposed algorithm and the traditional intensity-based algorithm. Figure 8 shows the tracking results from Frames No. 1, 10, 50, 250, 300, 400 in sequence #1 using our proposed algorithm (algorithm 1). Figure 9 shows the tracking result from Frames No. 1, 5, 10 in sequence #1 using the intensity-based algorithm (algorithm 2). From the two figures we can draw that our proposed algorithm keeps more accurate tracking result than the intensity-based algorithm does. The tracking rectangular window in algorithm 1 represents the target accurately both in the scale and the position, while the algorithm 2 can hardly track the target after frame 5. Figure 10 and 11 show the similar results using our proposed algorithm and the intensity-based algorithm.

The experimental tracking results show that our proposed intensity-distance projection space based pedestrian representation model considers both the appearance and shape features of the pedestrian and is superior in robust and feasibility to the intensity-based pedestrian representation model.
TABLE II. STATISTICS OF TRACKING ERROR FOR DIFFERENT NUMBER OF PARTICLES

<table>
<thead>
<tr>
<th>Num Err (pixel)</th>
<th>20</th>
<th>30</th>
<th>45</th>
<th>50</th>
<th>60</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biggest Distance</td>
<td>6.7</td>
<td>5.10</td>
<td>3.0</td>
<td>3.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Mean Distance</td>
<td>3.4</td>
<td>2.28</td>
<td>1.4</td>
<td>0.9</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>Biggest horizontal location</td>
<td>4.0</td>
<td>5.0</td>
<td>3.0</td>
<td>3.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Mean Horizontal location</td>
<td>1.8</td>
<td>2.0</td>
<td>1.2</td>
<td>0.9</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Biggest Vertical location</td>
<td>6.0</td>
<td>3.0</td>
<td>2.0</td>
<td>1.0</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Mean vertical location</td>
<td>2.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.1</td>
<td>0.3</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 8. Tracking results for frames No. 1, 10, 50, 250, 300, 400 in sequence #1 using algorithm 1.

Figure 9. Tracking results for frames No. 1, 5, 10 in sequence #1 using algorithm 2.
In this paper a novel and effective algorithm aimed at tracking of pedestrians in infrared image sequences has been discussed. The proposed algorithm projects the pedestrian body's regions of interest (ROI) into the intensity-distance projection space to construct the robust pedestrian histogram representation model firstly. Then the pedestrian tracking algorithm is designed under the particle filter framework and the sample distribution is propagated over time automatically. The proposed algorithm has been tested in the infrared image benchmark databases. Theoretical analysis and experimental results demonstrate that this approach is promising.
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